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The ionization and excitation of atoms and molecules in the upper atmospheres of the Earth and planets are computed by a number of physical models. From these calculations, quantities measurable by dedicated satellite experiments such as airglow and electron fluxes can be derived. It is then possible to compare model and observation to derive more fundamental physical properties of the upper atmospheres, for example, the density as a function of altitude. To ensure the accuracy of these retrieval techniques, it is important to have an estimation of the uncertainty of these models and to have ways to account for these uncertainties. The complexity of kinetic models for computing the secondary production of excited state species (including ions) makes it a difficult evaluation, and studies usually neglect or underestimate it. We present here a Monte-Carlo approach to the computation of model uncertainties. As an example, we studied several aspects of the model uncertainties in the upper atmosphere of Mars, including the computed secondary electron flux and the production of the main ion species. Our simulations show the importance of improving solar flux models, especially on the energy binning and on the photon impact cross sections, which are the main sources of uncertainties on the dayside. The risk of modifying cross sections on the basis of aeronomical observations is highlighted for the case of Mars, while accurate uncertainties are shown to be crucial for the interpretation of data from the particle detectors onboard Mars Global Surveyor. Finally, it shows the importance of AtMoCiad, a public database dedicated to the evaluation of aeronomy cross section uncertainties. A detailed study of the resulting emissions cross sections uncertainties is the focus of a forthcoming paper (Gronoff et al., 2012) in which the outputs discussed in the present paper are used to compute airglow uncertainty, and the overall result is compared with the data from the SPICAM UV spectrometer onboard Mars Express.


1. Introduction

Modeling the upper atmosphere of Earth and the planets has always been a challenge; in particular, accurately reproducing observations of both density and compositional variations. Other topics of interest include climate evolution and coupling to the solar wind. In this paper, we will focus on requirements for accurate remote sensing of atmospheric composition and density. Specifically, we will consider a forward model for remote sensing of the upper atmosphere.

Forward models compute a parameter that we are able to observe, but which also depends on the parameter(s) we want to retrieve. Our forward model simulates radiance measurements, which depend on atmospheric state variables such as temperature, density and composition. Remote sensing techniques are based on adjusting the atmospheric state variable of interest until the simulated radiance computed by the forward model matches the observation. When the match is accomplished, the state variable is considered retrieved.

Several standard techniques currently exist for the remote sensing of upper atmospheres [Meier, 1991]. One technique is the observation of stellar occultations. In this case, the absorption of stellar light is directly proportional to the column amount of intervening gas composition absorbed by the light (with some possible subtleties, for example when the absorption cross section is dependent on the temperature as in [Forget et al., 2009]). Another widely used technique to study the mesosphere (for example, with the SABER instrument on NASA/TIMED [Mertens et al., 2009]), is to retrieve atmospheric state variables from infrared and airglow emission along the limb line-of-sight. Compared to Earth’s atmosphere,
there is relatively little data for other planets due the small number of planetary missions. However, recent developments in airglow models [see Gronoff et al., 2012] have bolstered the possibility to retrieve upper atmosphere densities of planets, particularly Mars. Other models have been used to try to retrieve hot oxygen densities on Mars. As an example, Chaufray et al. [2009] used the 1304Å oxygen line limb observation to retrieve hot oxygen densities in the upper atmosphere of Mars.

[5] The main weakness in using airglow models for the retrieval of upper atmosphere parameters is the presence of possibly large uncertainties. In some cases, these uncertainties can be large enough to render the technique impractical. Another disadvantage is the possibility of non-negligible contributions from unknown sources of emission. On the other hand, retrieval techniques for airglow emission have the major advantage of global coverage, which is very important for climatological studies and understanding the complex coupling between atmospheric altitude regions and their associated temporal variations. Therefore, in this series of papers, we concentrate on airglow emission forward models for use in remote sensing from limb observations. We attempt to overcome the main deficiency of this technique by conducting a detailed error analysis of a state-of-the-art airglow model, Aeroplanets, with application specific to Mars. This analysis is a necessary step to characterize uncertainties in the retrieved parameters and will also highlight our fundamental understanding of chemical, kinetic, and radiative processes.

[6] Airglow comes from the radiative de-excitation of excited-state neutral and ionized species. The first step to compute the airglow is therefore to compute the production of these states. The production can come from chemical reactions, which is studied in more detail in Part II [Gronoff et al., 2012], but it is mainly due to charged particle and photon impact on neutral species, resulting in different atomic processes: ionization, dissociation, excitation, etc., depending on photon/particle energy and the impacted species. In the present paper, we concentrate on the physical sources of the excited state species at the origin of the airglow. Since the ionization creates secondary electrons which are energetic enough to efficiently excite species in the thermosphere, the study of the electron flux, and of its uncertainties, is a necessary step. It involves the use of an electron transport code, which is capable of computing the electron flux and the production of excited states species by electron impact (some of which cannot be created by photon impact). As in situ measurements of the electron flux can be made, comparisons with observations are possible at this stage of the work and can show the limitation of the current models—notably for the solar flux [e.g., Jain and Bhardwaj, 2011]—used in ionosphere-airglow models.

[7] The remainder of this paper is as follows: In section 2, we present the Aeroplanets model. We explain the computation of the excited species production, and we study the sources of uncertainties. We also introduce AtMoCiad, a cross section database developed to compute uncertainties. In section 3, we explain the Monte-Carlo technique used to compute the uncertainties. Finally, in section 4, we apply this technique to study the uncertainties in the computation of ion production and electron flux in the upper atmosphere of Mars. We compare the results with the measurements made by the Mars Global Surveyor Electron Reflectometer (MGS ER), and we present faster techniques to compute the uncertainties.

2. Ionosphere-Airglow Models: The Example of Aeroplanets

2.1. The Aeroplanets Model

[8] This coupled ionosphere-airglow model basically computes the production of excited state species by photon and electron impact, and calculates the light emission from this production. Different computational schemes can be used, but for precision and speed optimization, electron transport computation through solution of the Boltzmann equation is preferred.

[9] Aeroplanets is a model that computes the ionization, excitation, and airglow in the upper atmosphere of Earth and other planets, following that scheme for the computation of the electron impact. It is a complete restructuring and enhancement of the Trans* model series [Lummerzheim and Lilensten, 1994], which have been successfully used to study the excited species production and the airglow of Mars and Venus [Simon et al., 2009; Nicholson et al., 2009; Gronoff et al., 2008], the giant planets, and the outer satellites [Menager et al., 2010, and references therein].

[10] Another important application of Aeroplanets is the computation of the energy per ion-pair production of several gases on different planets [Simon Wedlund et al., 2011] and especially their uncertainties. The computation of this energy has several applications: It allows accelerated estimation of ion productions when electron transport models are too slow for the application, and when the modeled value is compared to the experimental one, if available, it allows us to assess the quality of the cross section data set used. Large differences between these values highlights the fact that some inelastic cross sections are likely to be missing, or counted twice, in our database. The technique of computing the energy per ion-pair production uncertainties used in these previous studies is explained in detail in section 3.1. For the species used in the present study, the difference between the computed and the experimental energy per ion-pair production is within the modeled error bars. The resulting uncertainty computation results will therefore be very close to those of a “perfect” data set.

[11] The main enhancements of Aeroplanets compared to the Trans* model series are: (1) generalization of the code for easy adaptability to other planets, (2) computation of electron fluxes along magnetic field lines (as in Gronoff et al. [2009]), (3) the use of solar flux grids not constrained to the Torr and Torr [1985] spectral grid, (4) computation of emissions along satellite line-of-sight field-of-view, and (5) the estimation of uncertainties through Monte-Carlo simulation. In addition, the Atomic and Molecular Cross sections for Ionization and Aurora (or Airglow) Database (AtMoCiad) has been developed and will soon be publicly available. The purpose of this database is to provide up-to-date cross sections, with the ability to facilitate their dissemination among the user community for modeling comparison purposes and identifying the need for further laboratory measurements.

[12] The equations being solved in the core of the Aeroplanets model being common to the vast majority of the existing models, and the physical inputs that can cause uncertainties being common to all the models, the following study of
The Aeroplanets model workflow for the computation of the production of ionized and excited species. The rectangular blue boxes correspond to the model parameters, for which uncertainties can affect the retrieval accuracy. The yellow pentagon corresponds to the parameter that can be fitted. The red circles correspond to the computational parts, and the lavender 3-D boxes correspond to the outputs.

Figure 1. The Aeroplanets model workflow for the computation of the production of ionized and excited species. The rectangular blue boxes correspond to the model parameters, for which uncertainties can affect the retrieval accuracy. The yellow pentagon corresponds to the parameter that can be fitted. The red circles correspond to the computational parts, and the lavender 3-D boxes correspond to the outputs.

the uncertainty propagation can be considered as quite general and can apply to other models.

2.2. Principles of Computation

[13] In its standard mode of operation, Aeroplanets computes photoionization, photodissociation, and photoexcitation rates, secondary electron flux coming from photoelectrons, and subsequent electron-impact ionization, dissociation, and excitation rates. These quantities are used to calculate excited electronic states of species and their volume emission rates (VER), if applicable. The emissions rates are integrated to compute limb radiances. It is also possible to add the ion and electron production rates due to cosmic rays and high-energy protons, computed with Planetocosmics (Gronoff et al., 2011). In the near future, a fluid model will be added to compute the ion and electron densities, and their corresponding temperatures.

[14] The main Aeroplanets input parameters are the thermosphere-ionosphere ion and neutral densities and their associated temperatures, the solar flux, and the interaction cross sections. Some additional inputs are the geometry of the satellite line-of-sight field-of-view, and localization parameters such as latitude, longitude, and solar zenith angle (SZA).

[15] Figure 1 represents the workflow for the computation of the excited state production by Aeroplanets. The solar flux, the electron precipitation spectrum, the atmosphere model and the cross sections are the main inputs. Each are sources of uncertainties depending on the use of the model. For example, for retrieval, the atmosphere model can be considered as an output and therefore does not contribute to uncertainties. The two models, photoionization-excitation and kinetic (electron transport), use these inputs to compute their respective excited states production rates. The output of the photon transport model is also used in the determination of the electron flux at each altitude.

[16] In Figure 2, we show the workflow explaining how to process the produced excited states to compute the emission intensity observed by satellite instruments. The production of excited states is used directly to compute the VER in the case of allowed transition, and a geometric solver is used to integrate the emission along the satellite line-of-sight. For forbidden transitions, a chemical equilibrium approximation is assumed, which depends on the atmospheric density, but also the chemical reaction rates and the Einstein coefficient for emission. The output of this chemical module is the volume emission rate which can be integrated for satellite observation simulation. Since the Aeroplanets model is not yet coupled with a multiple-scattering radiative transfer model, it is only applicable to weak line radiation transfer scenarios (opacity \( \tau < 1 \), since it is possible to account for simple absorption through a Beer-Lambert law).

2.3. The Input Parameters

2.3.1. The Thermosphere-Ionosphere Model

[17] One of the main inputs to Aeroplanets is the thermosphere model, which gives the neutral temperature and densities as a function of altitude at a specified location.

[18] Another important input is the ionosphere model, which consists of the electron density and temperature needed to compute the Coulombian losses of energy of the suprathermal electrons. The ion composition and temperature are also necessary inputs, which can be extremely important for computing the emissions. These parameters can be computed with an ionization-excitation ionosphere model like Aeroplanets when coupled with a fluid module. Unfortunately, the magnetic field configuration can modify strongly the outputs of such models, and it is not recommended to use them for retrieval purposes. Therefore, the ion and electron densities and temperatures should be a parameter to be retrieved by remote sensing. It is necessary to make an initial “guess” of these inputs to estimate their relative importance and the uncertainty on the outputs due to these species. It typically implies to use a model for these parameters, and to make a perturbation of a factor (e.g. two) to check if the influence is minor or not.

[19] As an example, the electron recombination with \( \text{O}_2^+ \) creates hot oxygen, \( \text{O}(D) \) and \( \text{O}(S) \) excited states, which emit...
the red and green lines, respectively, with a reaction rate depending on the electron temperature [Mehr and Biondi, 1969; Gronoff et al., 2012]. Knowledge of the \(O_2\) density, along with the ion temperature, is therefore necessary to compute the red and green line emissions. The addition of a fluid model, which computes the moments of the Boltzmann equation, enables the modeling of these ionospheric parameters. However, since the fluid model depends on outputs from Aeroplanets as well as on other parameters, it is also likely to have non-negligible uncertainties.

[20] For the Mars example, the ionosphere-thermosphere model is presented in Figure 3. This figure shows the neutral, electron and ion temperatures, as well as electron and neutral densities. It shows that the dominant constituent is \(CO_2\) up to 200 km, which is then gradually replaced by \(O\). It is based on the MTGCM [Bougher et al., 2008] model for the neutral temperature and densities, which is able to reproduce the local atmospheric conditions observed by the Viking and Mariner missions [Whitten and Colin, 1974]. The electron and ion densities and temperatures are computed by the TransMars fluid model, (J. Lilensten, P.L. Blelly and O. Witasse, personal communication) that uses the Bougher et al. [2008] neutral atmosphere as input. The Bougher model also computes the electron density, and gives similar results as compared with TransMars.

[21] In the section below, we will consider the thermosphere-ionosphere state to be perfectly known (no associated uncertainties), and given by the MTGCM model. This will allow us to focus on the core of the model uncertainties, with the objective of determining the main sources of error in the forward model, which are the photon and electron-impact cross sections. We seek to understand the influence of these uncertainties on the retrieved thermospheric composition from limb emission observations.

**2.3.2. Photon Impact Cross Sections**

[22] The photon transport model, described in section 2.4, needs several inputs to compute the production of excited state species, and the light intensity at each altitude. First it needs the total absorption cross sections \(\sigma_{\text{tot}}\) which determine the absorption by a species, and ultimately is used to compute the optical depth at each altitude. It also requires the partial production cross sections, \(\sigma_{\text{prod}}\), which determine the production of species \(s\). [23] Another important input is the solar flux, which is explained in detail in section 4.1.1.

**2.3.3. Electron Impact Cross Sections**

[24] The electron transport model described in section 2.5 is much more complex than the photoproduction model described in section 2.4. Moreover, additional input data is required, as described below:

[25] 1. The elastic scattering cross section \(\sigma_{\text{el}}\) determine the likelihood of the scattering event that does not alter the state of the impacted neutral. The direction of this scattering depends on the species, and is usually specified using the so-called Porter parameters [Porter et al., 1987].

[26] 2. The inelastic \(\sigma_{\text{inel}}\) (non-ionizing) cross section determines the loss of energy of impacting electron, and the production of new species or excited states.

[27] 3. The (inelastic) ionization cross section, similar to the previous one, determines the loss of energy of the impacting electron and the production of ionized species, and also the creation of a new electron, whose energy is determined by some form of parameterization or measurement (see below).

[28] 4. The total cross section \(\sigma_{\text{tot}}\), the sum of the three previous, can be measured directly and may serve as reference.

[29] 5. The cross section for the production of secondary electrons \(\sigma_{\text{esc}}\) is used to determine the energy of an ejected electron (and hence the energy loss of the primary electron) and can be measured but is usually taken from a model (see section 2.5.2).

[30] The main ionization (i.e. the single ionization, and the ionization dissociation products in a case of a molecule) and total cross sections are typically well known, up to a precision of 5% [Avakyan et al., 1998; Straub et al., 1996]. The other inelastic cross sections (excitation, double ionization, K-shell ionization) are known to varying degrees of accuracy, depending on the species studied [see, for instance, Simon Wedlund et al., 2011]. Unfortunately, because the elastic cross sections are
computed either by theory or by subtracting the inelastic (ionizing and non-ionizing) cross section from the total cross section, the uncertainty in this case is usually quite significant (more than 20%).

[31] To ensure the conservation of energy in electron transport models, it is important to have a comprehensive set of cross sections, the lack of such set is the principal limit of our computations. A technique to assure the quality of the cross section data, based on the computation of the energy per electron-ion pair production can be found in Simion Wedlund et al. [2011].

[32] To minimize the uncertainty in the computation of emission, it is preferable to use emission cross sections directly as compared to using excitation cross sections [Johnson et al., 2005]. The physical reason is that the contribution to the emission also arises from cascading processes which depend on radiative, chemical and collisional deactivation of higher energy states. Using the measured emission cross section is less uncertain than combining those previous parameters, even if some experimental condition biases can appear, such as quenching in too dense conditions.

[33] Therefore, the Aerooplanets model uses emission cross sections when they exist and does not appear to have an excessive bias (measured for conditions of quenching, temperature, etc., that do not correspond to what will be encountered in the thermosphere).

2.3.4. The AtMoCiad Database

[34] To be able to compute uncertainties in the electron flux and the excited state production rates, we need the input model parameter uncertainties listed in the previous section. The input model uncertainties should be determined from a survey of the existing literature. Since a comprehensive database of the input model parameters’ uncertainties does not exist, we have created the Atomic and Molecular Cross sections for Ionization and Aurora (or airglow) Database (AtMoCiad).

[35] The objective of AtMoCiad is to gather all the cross section data relevant for aeronomy and space plasma physics. The database is intended to be widely used and will be updated as necessary. Therefore, its user interface is based on two principles: open source files (xml) and an interactive web site to facilitate integrating new data.

[36] To be able to compare different experimental sources and legacy particle transport codes, it is important to maintain older data as well as new data. Therefore, for each input parameter, we include each available data set, along with their literature references. The database also includes a recommended “best estimate” for nominal use. This best estimate is calculated by interpolation between, and extrapolation from, the most reliable experimental and theoretical data sets. Choice of data sets and interpolation/extrapolation is based upon a combination of the age of the work, claimed uncertainties and literature recommendations.

[37] The claimed uncertainty is the primary factor used in the recommendation in the cross section parameter. AtMoCiad is a unique database as this information on input model parameters can be found nowhere else. The main problem in constructing this database is to estimate the uncertainty for theoretical data whose uncertainty comes from the approximations made in the models. However, this is not a problem exclusive to theoretical data since some of the legacy experiments lack uncertainty estimates as well.

[38] Another topic to consider in constructing the AtMoCiad database is energy grid extrapolation. For some input model parameters, it is important to have the cross section data cover the entire range of the transport model energy grid. But data points seldom go up to 2 keV. Therefore, extrapolations are made, typically log-log. However, the natural scatter in the lowest or highest few data points can result in unphysical extrapolations. One possible solution to this problem is to add new points, with a plausible value, a few hundred eV from the last data point. Typically, this does not affect most aeronomy codes, but it must be clearly explained. The second possible solution, found in the papers of Shirai et al. [2001, 2002]; Tabata et al. [2006], is to fit an analytical function to the data. Such analytical functions could reflect some basic physical processes and therefore provide physically plausible extrapolations.

[39] The AtMoCiad database is to be released online; additional information, including the references used for the creation of the database, will be provided at https://www.zotero.org/groups/atmociad.

2.4. Photon Transport Module

[40] The photoproduction module computes the production of excited state neutral species and ions due to the absorption of solar radiation. It also computes the photoelectron production which is necessary for the determination of the electron flux and the electron impact production of excited state species (section 2.5).

[41] In practice, if $\chi$ is the solar zenith angle (SZA), $n_s$ the density of the neutral species $k$, and $\sigma_{ls}^k$, its total photoabsorption cross section, then the intensity of radiation at wavelength $\lambda$ and altitude $z$ is computed using the Beer-Lambert approximation [Lilensten et al., 1989]:

$$I(\lambda, z) = I_0(\lambda) e^{-\tau(z, \lambda)},$$

where the optical depth is given by:

$$\tau(z, \lambda) = \sum_k \sigma_{ls}^k(\lambda) \int_z^\infty n_s(\zeta') \sec \chi(\zeta') d\zeta'.$$

For the transport of UV photons, in nonresonant cases, the dependence of the cross section $\sigma_{ls}$ on neutral temperature and altitude is negligible. Therefore the cross section is outside of the integral for the altitude in equation (2). This is not the case for infrared application.

[42] In the Aerooplanets model, the sec $\chi$ function has been modified to take into account the large $\chi$, even greater than 90°. That modification is based on the formalism of the Chapman function [Chapman, 1931], modified for grazing angles [Smith and Smith, 1972], and without the hypothesis of an isothermal thermosphere in hydrostatic equilibrium [Lilensten et al., 1989].

[43] Once the solar flux at each altitude is calculated, the production $P_s$ of the species $s$ is computed by:

$$P_s^k(\lambda, z) = n_s(z) \sigma_{ls}^k(\lambda) I(\lambda, z)$$

$$P_s(\lambda) = \sum_s \int_0^\infty P_s^k(\lambda, z) dl.$$

With $\sigma_{ls}^k$, the photoproduction cross section of species $s$ from the photon impact on species $k$, $P_s^k$ the $s$ production from
photoimpact on \( k \). We can see that there are two parameters driving the photoproduction uncertainty: (1) the photoabsorption cross section, which gives an uncertainty on the flux at each altitude and (2) the partial cross sections for production of each species.

[44] Therefore, if a species is produced through one photoionization channel, there are only two parameters to take into account to compute the uncertainties.

2.5. Electron Transport Module

[45] In addition to EUV solar photons, electrons, which can be precipitating electrons originating in the magnetosphere or secondary electrons from photon, electron, proton or cosmic ray impact, may be a significant source of excited states of atoms or molecules in the upper atmosphere. The bulk of the electrons in the ionosphere are thermalized, typically at temperatures in the 1000–2000 K range [Witasz et al., 2008; Withers, 2009], which corresponds to Maxwellian energy distribution peaking at about 0.2 eV. These electrons are energetic enough to excite rotational-vibrational states, but, not to efficiently excite higher energy states (such as electronic states). The suprathermal electrons (those which have not undergone enough collisions to be thermalized) are the source of excitation of electronic states. The computation of excited species production by electron impact is much more complicated than the photoproduction and is classically described by Boltzmann’s kinetic formalism [Lilensten et al., 1990]. Upward and downward electron fluxes can be derived in the case of two-stream and multistream transport equations and be usefully compared to satellite data such as MGS for Mars.

[46] The electron flux \( \Phi \), that depends on altitude \( z \), \( E \) (the energy of the suprathermal electrons), and \( \mu \) (the pitch angle: cosines of the angle, see Chandrasekhar [1950]), is given by the Boltzmann equation [e.g. Schunk and Nagy, 2004]:

\[
\frac{\partial \Phi}{\partial z} - n_e \frac{\partial}{\partial E} (L(E) \Phi) = - \sum_k n_k(z) \sigma_{\text{ps}}(E) \Phi + S, \tag{5}
\]

where \( L(E) \) corresponds to the Coulomb force (stopping power for e-e collisions), given by Swartz et al. [1971]:

\[
L(E) = \frac{3.37 \times 10^{-12}}{E^{0.94} \rho_e^{0.03}} \left( \frac{E - T_e}{E - 0.53 T_e} \right)^{2.26}
\tag{6}
\]

if \( n_e \) is the electron density in \( \text{cm}^{-3} \) and \( E \) and \( T_e \) the electron temperature, are expressed in eV. \( S \) is a source term that includes the local production of electrons \( q \), and the degradation in energy and modification of the angle of electron coming from different energies and angles. That degradation is characterized by the function \( R \):

\[
S(z, E, \mu) = q(z, E, \mu)
\tag{7}
\]

\[
+ \int_{E_1}^{E_2} \int_{-1}^{1} R(E', \mu' \rightarrow E, \mu; z) \Phi(z, E', \mu') d\mu' dE'. \tag{8}
\]

[47] By introducing a discretization of energy in levels \( E_n \), following an energy grid which can be optimized for energy conservation and \( \Delta E_n = E_{n+1} - E_n \) the energy width of the grid at \( n \), it is possible to replace the energy term in the left-hand side in equation (5) by:

\[
\frac{\partial L(E)\Phi}{\partial E} \rightarrow \frac{L_{n+1} \Phi_{n+1} - L_n \Phi_n}{\Delta E_n} - \frac{L_n \Phi_n}{\Delta E_n}. \tag{9}
\]

The term just after the minus sign can be seen as a flux absorption, while the term before can be seen as a creation term.

[48] This permits us to introduce the opacity, in which a first part of the \( L(E) \) term is used (the other one will be used in equation (15)):

\[
d\tau = -\left( n_e(z) \frac{L_n}{\Delta E_n} + \sum_k \sigma_{\text{ps}}(E_n) n_k(z) \right) dz. \tag{10}
\]

[49] From that point, equations (5) and (8) can be expressed as a radiative transfer equation, for which several solvers exist [e.g. Stolarski, 1972; Lummerzheim, 1987; Lilensten et al., 1990; Lummerzheim and Lilensten, 1994]:

\[
\frac{\partial \Phi}{\partial \tau} = \Phi - \frac{\omega}{2} \int p(\mu \rightarrow \mu') \Phi(\mu') d\mu' + Q, \tag{11}
\]

where \( \omega \) describes the angular redistribution and is similar to the phase function in classical radiation transfer theory, and \( Q \) is a newly defined source function which will be described in depth in section 2.5.2. The \( \omega \) term is the albedo of elastic scattering. It corresponds to the albedo of single scattering in the classical radiative transfer equation, and is defined as:

\[
\omega = \frac{\sum_k \sigma_{\text{ps}}(E_n) n_k(z)}{n_e(z) \frac{L_n}{\Delta E_n} + \sum_k \sigma_{\text{ps}}(E_n) n_k(z)}. \tag{12}
\]

2.5.1. Redistribution in Angle

[50] Because Aeroplanets is a multistream code, an angle-by-angle solution of equation (5) is performed, which allows not only better precision in simulating the suprathermal electron flux distribution, but also allows the backscattered electron pitch angle distribution to be analyzed [Lillis et al., 2008] in cases when magnetic mirror effects can be neglected (for magnetic analysis, equation (5) and the solver must be modified, see the mathematical formulation in [Lummerzheim, 1987]). Magnetic mirror effects can be quite safely ignored for electrons produced at or near the ionization peak as the magnetic field does not change by an appreciable amount over their mean free path. However, [Lillis et al., 2009] showed that magnetic mirror effects are important for calculating production rates when both of the following conditions are satisfied: 1) the precipitating electrons are at least moderately anisotropic in pitch angle and 2) the fractional increase in magnetic field from the electrons’ “initial” altitude to the exobase is >30%. Therefore, in the case of particle precipitation above even modest Martian crustal magnetic field anomalies, results need to be interpreted carefully. It is the intention to include magnetic mirror effects in this model framework in future.

[51] In Aeroplanets, the electrons created by photon and electron impact are assumed to be isotropically distributed in angle. For the impacting electron in inelastic collisions, the direction is assumed to be unchanged by the collision [Porter et al., 1987]. For elastic collisions, the redistribution in angle
cannot be neglected, and therefore must be parameterized. In *Aeroplanets*, this is done through the *Porter et al.* [1987] parameterization at low energy, and with the Rutherford parameterization (which is a boundary of the Porter function) at high energy (>500 eV).

[52] The p function corresponds to the redistribution in angle after an elastic impact collision. These redistributions were studied experimentally by *Porter et al.* [1987]. Because there is no privileged direction in the atmosphere for the redistribution in angle, we can consider the function \( p(\mu^2) \) where \( \mu^2 \) corresponds to the angle between \( \mu \) and \( \mu^2 \). If a magnetic field is strong enough and has a gradient strong enough to create magnetic mirroring then this approximation breaks down and a term depending on the angle relative to the direction of the magnetic field arises. But we will ignore this complication in the present paper because for most of planetary atmospheres, it can be neglected below the exosphere. Therefore \( p(\mu^2) \), which has the angular form of a screened Rutherford elastic scattering cross section [*Porter et al.*, 1987], is specified by:

\[
\begin{align*}
p(\mu^2) &= \frac{1}{N} \left[ \frac{1}{(1 + 2 \gamma - \mu^2)^{\frac{1}{2}}} + \frac{\beta}{(1 + 2 \delta - \mu^2)^{\frac{1}{2}}} \right] \quad (13) \\
N &= \frac{1}{4} \left[ \frac{1}{(1 + \gamma)^{\frac{1}{2}}} + \frac{\beta}{(1 + \delta)^{\frac{1}{2}}} \right]. \quad (14)
\end{align*}
\]

The \( \beta, \gamma, \) and \( \delta \) are the Porter parameters. They are measured for each species, and are the main source of uncertainty in the redistribution in angle (if the discretization in angle is important enough).

### 2.5.2. Redistribution in Energy

[53] The source function \( Q \) of equation (11) is defined by:

\[
Q = q_n + n_e \Phi_{n+1} \frac{L_{n+1}}{\Delta E_n} + \sum_{i=n+1}^{N} R_{ni} \Phi_i. \quad (15)
\]

Recall that \( q_n \) is the creation of electrons from the ionization processes. For the photoionization case, the energy ascribed to the secondary electron is \( E_{\text{photon}} - E_{\text{threshold}} \) where \( E_{\text{photon}} \) is the incident photon energy and \( E_{\text{threshold}} \) is the ionization potential. If an Auger electron is created, its energy is precisely defined, simplifying the computation. For simplicity, we have suppressed the angular dependence in \( q_n \) and \( \Phi_i \).

[54] As an example, the \( q_n \) part due to the photoionization is written:

\[
q_n(z, E_n, \mu) = \frac{1}{4\pi} \sum_{\lambda, k, s} P^s_{\lambda}(\lambda, z) \delta \left( \frac{E_n}{\lambda} - E_{\text{threshold}} \right), \quad (16)
\]

with \( \delta(E_n, E) = 1 \) if \( E \) is inside the \( E_n \) box

\[
\delta(E_n, E) = 0 \quad \text{else} \quad (17)
\]

For this equation, \( \hbar \) is the Planck constant, \( c \) the speed of light, and it is valid only if one electron is ejected. The production, \( P^s_{\lambda}(\lambda, z) \), is computed from equation (3). The \( \frac{1}{4\pi} \) comes from the hypothesis of isotropic redistribution in angle.

\[
[55] R_{ni} \text{ represents the formation of an electron with energy } E_n \text{ from the degradation of electron with energy } E_i \text{ and is given by (see also appendix A)}:
\]

\[
R_{ni} = \frac{\sum \left( \sigma^k_{\text{inel}}(E_i \to E_n) + \sigma^k_{\text{exc}}(E_i \to E_n) \Delta E_n \frac{n_i(z)}{\Delta E_i} \right)}{n_i(z) \Delta E_i + \sum \sigma^k_{\text{inel}}(E_i) \frac{n_i(z)}{\Delta E_i} \Delta E_i}. \quad (19)
\]

The first term in the numerator, \( \sigma^k_{\text{inel}}(E_i \to E_n) \), is the inelastic cross section that accounts for the energy degradation of the impact electron (from \( E_i \) to \( E_n \)). This cross section has units of cm². The source of the energy degradation cross section of the impact electron is from the measurement database described in section 2.3.4. The remaining unknown quantity in computing these interactions is the final energy state of the degraded impact electron, which we describe below. The energy degradation of the impact electron, \( \sigma^k_{\text{exc}}(E_i \to E_n) \), is the sum of two processes. The first energy loss process is due to excitation (non ionization) of the target neutral particle. By energy conservation \( E_n + W = E_i \), where \( W \) is the energy excitation of the electronic state. The second energy degradation process for the impact electron is due to energy carried away by the creation of a secondary electron. By energy conservation, \( E_n + W_i + E_s = E_i \), where \( E_s \) is the energy of the secondary electron, and \( W_i \) the ionization threshold.

[56] The second term in the numerator, \( \sigma^k_{\text{exc}}(E_i \to E_n) \), is also an inelastic cross section that accounts for the creation of a secondary electron at energy \( E_n \) from an impact electron at energy \( E_i \) and is a differential cross section \( \frac{d^2 \sigma}{dE_i dE_n} \) with units of cm⁴ eV⁻¹. The energy spectrum of the secondary electron can be very large, with the exception of Auger electrons, which are better described as tertiary electrons. A doubly differential cross section is needed to account for their energy. These cross sections, \( \sigma^k_{\text{exc}} \), depend on the energy of the impacting electron and their measurement are limited to energies of the impacting electron below 2 keV. Therefore, theoretical results must be combined with the measurements in order to obtain these cross section in the energy range needed for the computation.

We used the theoretical parameterization from *Rees et al.* [1969] and *Opal et al.* [1971], which are described in more detail below.


[58] The Rees parameterization for the doubly differential cross sections is given by:

\[
\sigma^k(E_i \to E_n) = \frac{1}{N} \sigma^k_{\text{ger}} \times \Gamma^k \quad (20)
\]

\[
\Gamma^k = \ln \sqrt{E_i + \sqrt{E_i - E_n - W_i^k}} - \sqrt{E_i - \sqrt{E_i - E_n - W_i^k}} \quad (21)
\]

\[
\sigma^k_{\text{ger}}(E_i \to E_n) = \frac{\exp(-\alpha_R E_{ad} - \beta_R \exp(-\gamma_R E_{ad}))}{E_{ad}^k} \quad (22)
\]

\[
E_{ad}^k = E_n + W_i^k \quad (23)
\]

\[
\alpha_R = \frac{1}{31.5} \quad (24)
\]
This formulation was derived from measurements fitted to an N\textsubscript{2}, O\textsubscript{2}, O atmosphere, with a 20\% accuracy. Comparison between this function and actual measurements are shown in Figure 4 for N\textsubscript{2} at various electron impact energies. This cross section parameterization is a good approximation for Earth, but must be used with caution for other planets like Mars, for which the atmosphere is different. The main problem with this cross section specification is that it is difficult to vary the parameters according to the target species (except the \( s_{\text{ioni}}(E_i) \) in the renormalization factor; equation (27)).

\[ \[ 59 \] \text{The Opal et al.} [1971] parameterization for the \( s_{\text{C15}}/\text{C15} \) sec \( (E_i \rightarrow E_n) \) is given by: \]

\[ \[ 28 \] \beta_R = 339 \]  
\[ \[ 26 \] \gamma_R = \frac{1}{2.49} \]  
\[ \[ 27 \] \frac{1}{N} = \frac{\sigma_{\text{ioni}}(E_i)}{\int_E^0 \sigma_{\text{ge}}(E_i \rightarrow E_n)dE_n}. \]  

where \( E_p \) is a parameter determined from the experiment for each species, and the normalization factor \( \frac{1}{N} \) is computed as in the previous parameterization. In this case, the accuracy is also 20\%, similar to the Rees parameterization. The advantage of the Opal parameterization is that the \( E_p \) parameter has been fitted to a wider range of target species, making the extension to other planetary atmospheres more reliable. In Aeroplanets, both parameterizations are included, but because of the advantage of the Opal parameters for other planets, it is nominal to use equation (29).

[60] In Figure 5, we plot the comparison between the measurements in Avakyan et al. [1998] and the doubly differential cross section computed with the Opal et al. [1971] parameter \( E_p \). The error bars in the figure show the influence of 5\% uncertainty in the \( E_p \) parameter, but does not show the corresponding uncertainty in the normalization constant. The uncertainty in the normalization constant must be taken into account in the actual computation of the electron spectrum.

2.5.3. Solving the Problem

\[ \[ 61 \] \text{Equation (11) defines a system of radiative transfer equations, one for each energy in the grid, that must be solved from the highest energy to the lowest. For each energy, the flux } F \text{ is solved through the routine “DISORT” (DIScrete Ordinate method for Radiative Transfer [Stamnes et al., 1988]). This approach is possible because equation (5) is in the form of a radiative transfer equation, with the addition of a derivative in energy. The boundary conditions are dependent on the problem: for the present vertical case, the electron flux at the top of the altitude grid is fixed (at 0 when precipitation are not taken into account), and the flux at the bottom of the grid is totally reflected (the altitude grid must be defined to avoid a large reflection). For other cases, e.g. the computation along magnetic field lines [Gronoff et al., 2009], it is possible to consider that the “bottom” flux is absorbed, simulating an escape of electrons.} \]

[62] The routine “DISORT” can easily propagate the rounding errors and the other computational uncertainties due to the discretization and due to mathematical approach of the solver. To check the stability of the solution, energy conservation is computed and maintained as explained in Lummerzheim and
Figure 5. The differential cross section for the secondary electron production by electron impact on CO$_2$. In the model the cross sections marked (O) were computed using the Opal et al. [1971] formulae and are compared to the measured cross sections in Avakyan et al. [1998], marked (A). In the model the $E_p$ parameter was perturbed with an intensity of 5%, giving us the represented error bars. In the actual computation another uncertainty coming from the cross section, which influences the renormalization parameter, must be taken into account.

Lilensten [1994]. Therefore, it is possible to estimate the computational uncertainties for the model, typically the model errors are on the order of 5%. A careful choice of energy grid enables quasi-perfect energy conservation (see appendix B).

Once the electron transport equation has been solved, equation (5), the production rate of the excited state $s$ by electron impact, is given by:

$$P_s(z) = \sum_k n_k(z) 2\pi \int_{-1}^{1} \int_0^{\infty} \sigma_{ps}(E) \Phi(z, E', \mu) dE d\mu'. $$  

(30)

Similar to the photoproduction rate in equation (3), the cross section above can be different than the one used in computing the $R$ matrix, equation (19), therefore, we can use emission cross sections directly rather than combining electronic states excitation cross sections and spontaneous emission rates, the combination of which can lead to larger uncertainties.

2.5.4. The Advantages of the Multistream Approach

A number of standard electron transport algorithms are based on the two-stream approximation, which assumes an isotropic electron spectrum in the upward and the downward hemispheres. However, in the presence of non-vertically aligned magnetic fields, the absorption path can be 10 times longer than an hemispheric average over an isotropic distribution. For example, the multistream Aeroplanets model was able to accurately calculate the electron fluxes on Titan in the presence of a non-vertically aligned (Saturn’s) magnetospheric magnetic field [Gronoff et al., 2009]. On the other hand, a two-stream electron transport code would have significantly underestimated the electron fluxes on Titan.

2.5.5. The Total Production

The total production of an electronic excited state is the sum of the production by photon and electron impact. Other sources of excitation such as proton impact, galactic cosmic rays, or meteoritic ionization can be present, but are usually dominant at altitudes below the ionosphere-thermosphere. The total production rates are ultimately used to compute radiative emissions of the excited states, or the state populations in a fluid model.

The contribution of the excited state production rates uncertainties to the radiative emissions uncertainties are discussed in Gronoff et al. [2012].

2.6. The Model Limitations

The study of the physics of the code shows us that two kinds of uncertainties can arise: (1) the computational model uncertainties (approximations in solving the transport, resolution of the spectral and energy grids, etc), and (2) the input model uncertainties. The former can be minimized by imposing constraints such as conservation in energy, described in B, and can therefore be considered negligible in comparison with the latter. The main input parameters determining the uncertainties of Aeroplanets are the cross sections (including $L(E)$, the Porter parameters, the oscillator strength for the redistribution in energy (equations (28)–(29)), the solar flux and the electron precipitation spectrum. For emission, it is also important to take into account uncertainties in chemical reaction rates (an issue that is addressed in Gronoff et al. [2012]).

The input parameter uncertainties listed above should not be confused with model uncertainties [Bevington and Robinson, 2003]. Model uncertainties arise from physical processes that have been neglected, but may be important under certain conditions.

Such neglected processes are:

1. The radiative transfer of the Ly$_\alpha$ radiation in the photoproduction module: the resonant scattering is not taken into account but may be important. Solar resonant scattering may also be important at other wavelengths (for instance for $\lambda$1304 O I, $\lambda$1356 O I, etc.).
2. The effect of the internal sources of radiations in the photoproduction module (e.g., Auger photons do not ionize in the model).
3. Thermal emissions are neglected: this is only a problem for IR study, and for hypothetical exoplanetary atmospheres.
4. Non-dependence of the cross sections on the local conditions (temperature, pressure, etc.). This is mainly a problem for IR studies, but cases exist where it should be taken into account for UV studies [Forget et al., 2009].
7. Steady state equilibrium assumption. This may break down near the terminator.
8. Magnetic mirror effects.
9. The uncertainties in the input ionosphere and thermosphere models.
10. The other sources of ionization (protons, cosmic rays).
11. The geometry of the model (1D, plane-parallel, or following the magnetic field line), which is not applicable for horizontally inhomogeneous media.

3. Computing the Uncertainties

Several approaches are possible to estimate the uncertainties of a model, based on the uncertainties of its parameters. For models with only a few parameters, it is possible to directly derive a Gaussian to that histogram, whose parameters, the expected value \( \mu \) and the standard deviation \( \sigma \), are related to the main value and the error \( (\mu, \sigma) \). If we want to compute the uncertainties for the photoproduction of CO\(_2\), the steps to follow are:

1. Launch the simulation, at least 900 times, with perturbation in the cross sections at each step.
2. Gather the data, take their logarithm, and for each altitude, compute an histogram.
3. Fit a Gaussian to each histogram.
4. Modify the Gaussian data to get the mean value and the uncertainties.

With such a method, it is possible to compute the uncertainties in the model outputs due to the uncertainties in input parameters. As an example, we can see in Figure 7 the uncertainty in the photoproduction of the major ions in the Martian atmosphere. This figure is the result of the previous computations for which the uncertainties were analyzed for CO\(_2\), CO\(_\text{I}\), O\(_\text{I}\), and O\(_\text{2}\). The percent error is also plotted as a solid line (top axis). Interestingly, the uncertainty above the production peak is typically \(<30\%\), which is approximatively the square root of the sum of the squared errors of the photoabsorption and photoionization cross sections. Below the peak, the absolute uncertainties continue to increase with decreasing altitude as the rates rapidly decrease, resulting in much larger relative uncertainties.

4. Application to Mars

The overall objective of sensitivity studies is to estimate the magnitude of the total uncertainty, and to know which parameters are at the origin of this uncertainty. One interesting piece of information is the relative importance of each parameter in the uncertainty: the computation of the overall uncertainty can by simplified by neglecting minor parameters. This could be useful to compute the uncertainty for different computations are needed. With each run lasting about one minute, the simulation time would be too long. Therefore, we will compute which uncertainties can be neglected to reduce the number of simulations needed. To reduce the (user perceived) computation time, the Ciment Grid (CiGri) was used, allowing the use of several hundreds of processors in parallel. Moreover, with a step-by-step technique, it is possible to dramatically reduce the number of runs.

3.2. Treatment of the Results

The variation of the different results for the perturbed run can be visualized in histograms, like in Figure 6, for which 900 launches of the \( \text{Aeroplanets} \) model were performed with different perturbations of the photoabsorption-ionization cross sections for each run. For this simulation, the CO\(_2\) photoabsorption and the CO\(_2\), CO\(_\text{I}\), O\(_\text{I}\), O\(_\text{2}\) photoproduction cross sections have been perturbed, according to the uncertainties reported in the AtMoCIAD database. The other Martian species’ uncertainties have been neglected for that simulation since their effect is orders of magnitude lower at the altitudes considered. Since the photoproduction uncertainties for CO\(_2\), CO\(_\text{I}\), O\(_\text{I}\), and O\(_\text{2}\), are independent, this system can be considered with two degrees of freedom for the computation. At each altitude, the histogram of production rates from these runs approximately follows a lognormal distribution. Therefore, we can fit a Gaussian to that histogram, whose parameters, the expected value \( \mu \) and the standard deviation \( \sigma \), are related to the main value and the error \( (\mu, \sigma) \).
conditions of solar flux, electron precipitation, atmospheric composition, etc.

[93] In this section, we will compute the effect of each source of uncertainty by using the example of the Martian upper atmosphere ionization. From these computations, we will extract the main uncertainty parameters, and estimate what overall accuracy can be accepted.

[94] We will first study the influence of the solar flux model in comparison with electron flux data from MGS. Then, we will study in depth the model uncertainties impact on the electron flux, to highlight the main sources of uncertainties. And finally, we will study the impact on the production of excited state species.

[95] This work will test the capabilities of Aeroplanets in computing the productions uncertainties. These productions being necessary to compute the airglow, the output of the present computations is used in Gronoff et al. [2012].

**Figure 6.** Histogram of the production of CO$_2^+$ at 150 km by photoproduction at Mars, for 900 launches, with a perturbation of the cross sections. The resulting Gaussian fit is analyzed, and its standard deviation is taken as the error in the production.

**Figure 7.** Photoproduction of CO$_2^+$ and other major Martian ions, with the error bars, resulting from the analysis described in Figure 6 at every altitude. The solid lines without the error bars correspond to the percentage error.
4.1. A Working Example

[96] To apply the modeling to a physical situation, we chose a test case corresponding to a MGS measurement of the electron flux, at quite low altitude (170 km) on the day side for solar zenith angles between 60° and 75°, with a weak (<25 nT) and mostly vertical magnetic field (magnetic elevation angle between 60° and 75°). These conditions allows us to neglect a) the precipitation of electrons from the solar wind (the photoelectrons are the dominant population of suprathermal electron in the dayside, at low altitude and with a weak magnetic field), b) magnetic mirroring (important for stronger magnetic fields) and c) retardation of electron vertical motion by the magnetic field (as would be the case if the field is not mostly vertical). These latter 2 effects cannot be simulated in the current code.

4.1.1. The Solar Flux Model and Its Uncertainties

[97] The main concern is the solar flux used, and the wavelength grid used in specifying the incident solar EUV-XUV flux at the top of the atmosphere. Initially, solar flux models such as EUVAC used the Torr and Torr [1985] 39 wavelength boxes some of them dedicated to isolated strong solar lines. Unfortunately, when better precision is needed to study the energy deposition above 100 eV (below 12.4 nm), these boxes are too wide and do not extend high enough in energy. As a result it is nearly impossible to study Auger ionization, and to compare it with observations [Mitchell et al., 2000]. Moreover, if models such as Aeroplanets are to be adapted to exoplanets, these boxes, optimized for the sun, may become inadequate.

[98] To analyze that effect, we compared the electron flux in the upper atmosphere of Mars as computed by the Aeroplanets model with the MGS observations [Mitchell et al., 2001] (Figure 8). Because we neglect the particle precipitation, this electron flux consists of the photoelectrons, the photoelectrons degraded in energy, and the secondary electrons produced by electron impact ionization, for which the cascade comes ultimately from a photoelectron. Therefore, the simulated electron flux is extremely sensitive to the solar flux model and can be used to compare each model’s influence.

[99] The first model used is the EUVAC model [Richards et al., 1994a, 1994b]. Because of the binning, the computed electron flux shows important bumps, for example at 70 and 240 eV. Because the electron energy grid used in the Aeroplanets model has a better resolution than the solar flux energy grid, the system however computes very precise features, like the Auger electron peak close to 220 eV (coming from the Auger excitation of the C atom in the CO₂ molecule).

[100] Then to improve the results, we used the HEUVAC model [Richards et al., 2006]. Because this model gives the photon flux on a regular energy grid (0.1 nm and better), it is possible to interpolate the photon flux on the (finer) energy grid, without much error in the modification (the conservation in energy is better than 2%). This computational modification allows to have a smoother electron flux at high energy (greater than 200 eV), where the binning effects are strong. Thanks to that modification, the output electron flux appears more physically valid since it does not have the strong bump as when computed with EUVAC.

[101] Finally, to give a more physical value to the solar flux, the data of TIMED/SEE [Woods et al., 2005] were used for the computation. We applied the same interpolation as for the HEUVAC model on these data. The resulting computation is smoother than that provided by HEUVAC.

[102] A comparison of the results of the three models shows that, even if computed for similar solar conditions in terms of F₁₀.7, the outputs are very different above 60 eV, with a ratio of up to five between EUVAC and HEUVAC at 110 eV. One possible explanation for that discrepancy is the variability of the solar flux above 100 eV, which is not efficiently parameterized by the F₁₀.7 proxy, and is highly variable [Mitchell et al., 2000; Woods et al., 2003]. Therefore, in the following analysis, we will use the actual solar flux data of SEE instead of the models.
This approach reflects the accuracy that will be possible with the MAVEN mission: The embedded UV radiometer is expected to give a solar flux with a precision better than 30% (F. G. Eparvier, personal communication, 2011).

4.1.2. Data-Model Comparison

As can be observed in the different flux figures (Figures 8 and 11), the model-data agreement is reasonable at low energy (within a factor of 2) but has greater discrepancies at higher energies (>200 eV, with a factor of 10).

These differences have several possible origins in addition to the uncertainties in the Aeroplanets model. The solar flux, as mentioned above, is highly variable above 100 eV (below 12 nm), and only an instrument in orbit around Mars could accurately reflect the variation of that input; unfortunately, such an instrument was not available for the MGS observations. Another important influence is the neutral atmosphere, which ultimately could be fitted to the data if the precision is sufficient. And finally, the precipitation of charged particles, neglected in the present computation, may be important in some cases.

4.2. Secondary Electron Flux Uncertainty

To estimate the possible importance of the biases due to the neglected parameters and the solar flux, it is necessary to compute the model uncertainties. To do so, we study each influence one by one, and finally we estimate the overall uncertainty using the non-negligible ones.

4.2.1. Uncertainty Due to the Porter Parameters

The first analysis comes from the study of the uncertainties of the Porter parameters. Since the main effect of these parameters is to modify the orientation of the scattered electrons, it is more likely to affect the upward-downward difference in the electron flux. The three parameters are perturbed by 10% of their value, which results in a 10% uncertainty in the differential cross section, close to the observed differences between the model and the measurements [Porter et al., 1987].

4.2.2. Uncertainty Due to the Secondary Electron Energy Redistribution and the \( L(E) \) Function

The second analysis concerns the secondary electrons, driven by the Opal (or Rees) parameters, and normalized by the ionization cross section. Since that cross section is just for the normalization, we considered only the perturbation of the Opal parameters. To obtain an uncertainty of 20% from the Opal parameters (see section 2.5.2), a variation of the Opal energy by 20% is sufficient.

The effect on the flux is smaller at very low energy, with a 1% uncertainty at 10 eV, and is slightly greater, 5%, at 400 eV, as seen in Figure 9.

Concerning the \( L(E) \) function, a variation of 10% of its main parameter affects the fluxes and the production rates on the order of \( 10^{-3}\% \). The main effect of that parameter is on energy conservation, but the variation of conservation due to variation in photoelectron intensity is much higher. Unfortunately, the precision of the \( L(E) \) parameter is not known, as the equation for \( L(E) \) is a fit on a theoretical function [Swartz et al., 1971]. The very small uncertainties from that parameter allows us to neglect its influence. However, further analysis, notably for the effect of heating, should reconsider more carefully the \( L(E) \) uncertainties.

4.2.3. Uncertainty Due to the Elastic and Inelastic Electron-Impact Cross Sections

The third analysis concerns the electron impact cross sections. For much of the species, the electron impact ionization is known with a 5% accuracy, and the main inelastic cross sections are known with 20% uncertainty. In the present computation, we used the uncertainties claimed by the authors for \( \text{CO}_2 \), as reported in AtMoCiad. The main sources of uncertainties are the ionization cross section, with a 5% uncertainty, and the \( \text{CO}(\alpha^3\Pi) \) production, with a 25% uncertainty. (This latter cross section is studied in detail in Gronoff et al. [2012].)
The resulting error propagation can be seen in Figure 10. For the modeled fluxes, the uncertainties are below 10% for energies >100 eV, below 15% in the 50–100 eV range, and below 25% elsewhere.

4.2.4. Uncertainty Due to the Photon Impact Cross Sections and the Photon Flux

To complete the analysis of the electron production uncertainty, it is necessary to understand the propagation of the uncertainties of the photoelectron production. These uncertainties come from the photoionization (and absorption) cross sections, which have been analyzed above (section 3.2). The resulting flux uncertainty can be seen in Figure 10. Typically, the uncertainties are in the 40%–70% range above 250 eV, between 20% and 40% in the 100–250 eV range, 15%–40% for 50–100 eV, and below 30% elsewhere.

The other source of uncertainty for the primary photoelectron is the solar flux, which is not itself a model parameter of Aeroplanets but an input. In some studies the secondary electron flux is even used to infer the input solar flux [Woods et al., 2003; Peterson et al., 2009]. The typical uncertainty in the measured solar flux is 20% [Cessateur et al., 2011; Woods et al., 2005], and directly reflects on the secondary electron flux. The solar flux uncertainty used in the computation was taken from the TIMED/SEE estimations. The result, in Figure 9, shows that this uncertainty is the most important below 70 eV, with a value varying in the 20%–40% range.

4.2.5. Model Uncertainties and Improved Computation Approach

Overall, the value of these uncertainties shows that it is possible to totally neglect the uncertainties arising from the Porter and Opal parameters.

To account for the cross sections and the solar flux uncertainties without too much computation, it is possible to study the independence of these parameters: in Figure 10 we plotted the error (in percentage) in the electron flux due to the electron impact cross sections, the photon cross sections, and the two of these combined. We also summed the photon and electron errors (by taking the square root of the sum of the square). That summed value being very close to the error when both types of cross sections are perturbed, we conclude that the errors can be considered independent. Moreover, we have a better idea of the magnitude of the uncertainties as a function of energy: in the 0–80 eV range, it may be necessary to take into account the electron impact uncertainties to have a better estimation of the overall uncertainty (since many of the excitation cross sections peak in that domain, this analysis is useful). Therefore, the independence of the parameters allows us to greatly simplify the computation of the uncertainty: we first compute the uncertainty due to the photon cross sections, then the one due to the electron impact cross sections. If we suppose that we have 2 main parameters for each cross section, it means that instead of 30$^4$ computations, only 2$^2 \times 30^2$ are necessary.

The exact same computation can be made with the solar flux (Figure 9), and therefore, the computation of the whole uncertainty can be made with less than 2000 simulations.

This uncertainty computation allows us to compare the model with the data in Figure 11. Below 80 eV, the MGS downward electron flux (for which we plotted the shot noise) is inside the error bars of the model. In contrast, the modeled upward electron flux is twice the observed flux. More generally, over the whole energy range, the computed upward flux is twice as much as the computed downward flux. This is believed to be an atmospheric effect: simulations at lower altitude, i.e. higher density, shows the two fluxes with similar values.
Above 80 eV, the computed downward electron flux is much lower than the observed one, and the explanation comes probably from the solar flux intensity, though electron precipitation cannot be rejected.

4.3. Excited State Species Production

The computation of the excited state species production is important as an input for chemical, fluid, and/or airglow models.

4.3.1. Cross Section Uncertainties

Figure 12 allows us to sum up the result for dayside ionization uncertainty computation. The production of the main species are plotted with their respective error bars when electron impact cross section are perturbed (left) and when photon cross sections are perturbed (right).

The amplitude of the uncertainty due to the photon impact cross sections (right) is much more important than the electron impact ones (left) for ion production. Besides the large photoionization cross section uncertainties, it is to be noted that the photon cross sections have a double influence on the uncertainty: they directly influence the photoproduction, but they also create of a perturbation of the photoelectron flux which results in a modification of the electron impact production. This case does not generalize for all the excited state species production: Some excited states are produced mainly by electron impact, with uncertainties above 20% [see Gronoff et al., 2012].

4.3.2. Solar Flux and Total Uncertainties

Figure 13 shows the influence of the solar flux uncertainty on the ion production. In the left panel, only the solar flux uncertainties are taken into account, while in the right panel, solar flux and cross sections uncertainties are computed together.

As for the electron flux in section 4.2.5, it is possible to combine the cross section uncertainties with the solar flux uncertainties to retrieve the total uncertainties: An uncertainty combination analysis would give results similar to those shown in Figure 10.

The results of the computations presented in Figures 12 and 13 show that the current limitations in the computation of ion production comes from both the solar flux model and the photon impact cross sections. An interesting result for future missions to Mars is that above the production peak, one can expect accuracy better than 30% with the current data.

4.3.3. Species Production Uncertainty

With the independence of the cross section uncertainties established, it is possible to compute uncertainties for all the physical productions for the different excited state species. The production can be integrated in chemical models to obtain the density of different ion species, and in radiative transfer models to obtain the emissions. A study of the propagation of the uncertainties in these models is the focus of Gronoff et al. [2012].

5. Summary and Conclusion

In this paper (Part I), we have described the Aeroplanets model, which computes ionization and emissions in planetary atmospheres. We have also described the Monte-Carlo technique to estimate the uncertainties. Through a detailed analysis of the different sources of uncertainties, we have determined that the solar flux and photon and electron impact cross sections are the main sources of uncertainties for the production of the different species, both ions, as shown here, and other states, as presented in Part II [Gronoff et al., 2012]. For the ion production, we have shown that the total
uncertainties are about 25% above 150 km, due to both uncertainties in the cross sections and the solar flux, and much more important below 150 km with a sharp increase at the peak altitude, due mainly to uncertainties in the cross sections. Moreover, these uncertainties are found to be independent, and it is possible to greatly reduce the number of model computations in order to obtain an adequate estimation of these uncertainties.

Figure 12. Production of CO$_2^+$, and other major Martian ions by photon and electron impact. In the left panel, only the electron impact cross sections were perturbed. In the right panel, only the photoionizations (and photoabsorptions) cross sections were perturbed.

Figure 13. Production of CO$_2^+$, and other major Martian ions, with the error bars, taking into account the solar flux uncertainties. In the left panel, only the solar flux was perturbed, leading to an uncertainty proportional to that perturbation. In the right panel, the photon and electron cross sections were also perturbed. A comparison of these results with those in Figures 7 and 12 shows that the total error corresponds to the square root of the other errors squared. Such a relationship allows a simple computation of the total uncertainties when the induced errors of the cross section are known.
coming AtMoCiad database will help to emphasize the most important cross sections and will improve the collaboration not only between different teams (chemists, aeronomers, etc.) but also between observer, experimentalists, and modelers.

Appendix A: The Redistribution Matrix R and the Auger Electrons

[128] The $R_{in}$ function is dimensionless. In Lummerzheim [1987], it has the dimension of the inverse of an energy, and in the summation, there is a multiplication by the grid width. Since the dimension of (non-doubly differential) cross sections is a surface, and not a surface divided by the energy (as for the doubly differential), one has to divide the cross section by the width of the boxes to have a correct $R$ expression. For clarity reasons we preferred the expression independent of the energy. However, when the energy is discretized, one must be very careful with the different width for the energy grids, especially when degrading energy from one large box to smaller boxes. To that extent the Lummerzheim [1987] approach is better suited to the practical computation.

[129] This point must be taken into account for the computation of the Auger electron production. Auger electrons are different from the usual secondary electron because of their defined energy. Therefore, there is no need for Res or Opal parameterization for the creation of these electrons. If $\sigma_{Auger}$ is the cross section for the creation of an Auger electron of energy $E_{Auger}$ equation (19) can be rewritten:

$$R_{in} = \frac{\sum (\sigma_{inel}(in) + \sigma_{in}(in)\Delta E_{a} + \sigma_{Auger}(i)b(E_{Auger}, E_{a}))n_{a}(z)}{n_{a}(z)\frac{\Delta E_{a}}{E_{a}} + \sum \sigma_{inel}(E_{a})n_{a}(z)}$$

(with the notation $\sigma(in)$ corresponding to $\sigma(E_{i} \rightarrow E_{a})$ and $\sigma(i)$ to $\sigma(E_{i})$).

Appendix B: The Energy Conservation

[130] The energy deposition rate is the sum of the energy rate absorbed by the target species through inelastic impact $Q_{in}$ and the heating of the electron gas $Q_{e}$ [Lummerzheim and Liliensten, 1994].

[131] The electron gas heating rate $Q_{e}$ is computed by [Schunk and Nagy, 1978]:

$$Q_{e}(z) = \int_{E_{i}}^{\infty} L(E)\Phi_{T}(E)dE + \left(E_{i} - \frac{3}{2}kT_{e}\right)L(E)\Phi_{T}(E_{i}).$$

In the above equation, $E_{i}$ is the energy where the thermal distribution of the electron is equal to the suprathermal flux, and $\Phi_{T}$ is the angular-integrated flux. The energy absorption rate is computed by:

$$Q_{a}(z) = \sum n_{a}(z)\int_{0}^{\infty} \sum W_{a}(\gamma)\sigma_{inel}(E)\Phi_{T}(E)dE.$$ 

Therefore, after integration over the altitudes, we must have:

$$Q_{i} = \int \int q_{i}(E, \mu)d\mu dE = Q_{d} = Q_{a} + Q_{e}.$$ 

Nominally, we require $Q_{i}$ to be equal to $Q_{d}$ within 5%.
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