Observed and simulated time evolution of HCl, ClONO₂, and HF total column abundances
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Abstract. Time series of total column abundances of hydrogen chloride (HCl), chlorine nitrate (ClONO₂), and hydrogen fluoride (HF) were determined from ground-based Fourier transform infrared (FTIR) spectra recorded at 17 sites belonging to the Network for the Detection of Atmospheric Composition Change (NDACC) and located between 80.05° N and 77.82° S. By providing such a near-global overview on ground-based measurements of the two major...
stratospheric chlorine reservoir species, HCl and ClONO$_2$, the present study is able to confirm the decrease of the atmospheric inorganic chlorine abundance during the last few years. This decrease is expected following the 1987 Montreal Protocol and its amendments and adjustments, where restrictions and a subsequent phase-out of the prominent anthropogenic chlorine source gases (solvents, chlorofluorocarbons) were agreed upon to enable a stabilisation and recovery of the stratospheric ozone layer. The atmospheric fluorine content is expected to be influenced by the Montreal Protocol, too, because most of the banned anthropogenic gases also represent important fluorine sources. But many of the substitutes to the banned gases also contain fluorine so that the HF total column abundance is expected to have continued to increase during the last few years.

The measurements are compared with calculations from five different models: the two-dimensional Bremen model, the two chemistry-transport models KASIMA and SLIMCAT, and the two chemistry-climate models EMAC and SOCOL. Thereby, the ability of the models to reproduce the absolute total column amounts, the seasonal cycles, and the temporal evolution found in the FTIR measurements is investigated and inter-compared. This is especially interesting because the models have different architectures. The overall agreement between the measurements and models for the total column abundances and the seasonal cycles is good.

Linear trends of HCl, ClONO$_2$, and HF are calculated from both measurement and model time series data, with a focus on the time range 2000–2009. This period is chosen because from most of the measurement sites taking part in this study, data are available during these years. The precision of the trends is estimated with the bootstrap resampling method. The sensitivity of the trend results with respect to the fitting function, the time of year chosen and time series length is investigated, as well as a bias due to the irregular sampling of the measurements.

The measurements and model results investigated here agree qualitatively on a decrease of the chlorine species by around 1% yr$^{-1}$. The models simulate an increase of HF of around 1% yr$^{-1}$. This also agrees well with most of the measurements, but some of the FTIR series in the Northern Hemisphere show a stabilisation or even a decrease in the last few years. In general, for all three gases, the measured trends vary more strongly with latitude and hemisphere than the modelled trends. Relative to the FTIR measurements, the models tend to under-estimate the decreasing chlorine trends and to overestimate the fluorine increase in the Northern Hemisphere.

At most sites, the models simulate a stronger decrease of ClONO$_2$ than of HCl. In the FTIR measurements, this difference between the trends of HCl and ClONO$_2$ depends strongly on latitude, especially in the Northern Hemisphere.

1 Introduction

Short-lived reactive inorganic chlorine (e.g. Cl and ClO) is released in the stratosphere via photo-dissociation of chlorinated source gases by UV radiation (e.g. chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), carbon tetrachloride (CCL$_4$), methyl chloride (CH$_3$Cl), methyl chloroform (CH$_3$CCl$_3$), and halons). Reactive chlorine plays a crucial role in the thinning of the stratospheric ozone layer and particularly in polar ozone depletion as it is involved in ozone-destroying catalytic cycles (Molina and Rowland, 1974; Crutzen et al., 1978). In the 1970s and 1980s, the emission of anthropogenic halogenated source gases characterised by a strong ozone depletion potential (ODP) increased massively. So in order to stabilise the stratospheric ozone layer and enable its recovery, the Montreal Protocol and its amendments and adjustments have been progressively implemented to reduce or even stop the production and release of the important chlorinated source gases.

Figure 1 shows the time development of the mean global surface volume mixing ratios of total organic chlorine (CCl$_4$) and total organic fluorine (CF$_2$) according to the halocarbon scenarios that were used as boundary conditions for the model simulations, between 1992 and 2010. Additionally, their relative annual growth rates are shown. CCl$_4$ is defined here as 3 CFC-11 + 2 CFC-12 + 3 CFC-113 + 2 CFC-114 + 3 CFC-115 + 4 CCl$_4$ + 3 CH$_3$CCl$_3$ + HCFC-22 + 2 HCFC-141b + HCFC-142b + Halon-1211 + CH$_3$Cl and CF$_2$ is represented by CFC-11 + 2 CFC-12 + 3 CFC-113 + 4 CFC-114 + 5 CFC-115 + 2 HCFC-22 + HCFC-141b + 2 HCFC-142b + 2 Halon-1211 + 3 Halon-1301 + 2 Halon-1202 + 4 Halon-2402. According to the A1 scenario from WMO (2007), CCl$_4$ is assumed to have reached its tropospheric maximum in 1993, whereas CF$_2$ is expected to have reached a plateau with a small positive growth rate of about 0.1% per year in 2010 (Fig. 1). The older scenario Ab from WMO (2003) assumes CCl$_4$ to have reached its maximum only in 1995. In contrast, CF$_2$ peaks earlier than in the A1 scenario, already in 2005, so that the growth rate in the Ab scenario in 2010 is already negative. A small part of the difference between the two scenarios probably results from the fact that in the WMO (2003) Ab scenario, Halon-2402 and Halon-1202 are not considered.

Once released from chlorinated source gases (CCl$_4$), chlorine atoms undergo a number of reactions in the stratosphere forming different species which are summarised as the total inorganic chlorine budget (Cl$_y$ = HCl + ClONO$_2$ + ClO + 2 Cl$_2$O$_2$ + OCIO + 2 Cl$_2$ + Cl + HOCl + BrCl). The largest contribution to Cl$_y$ comes from the reservoir species HCl and ClONO$_2$. However, it is the shorter-lived, highly reactive ClO$_x$ species (i.e. Cl + ClO + 2 Cl$_2$O$_2$) that efficiently destroy ozone.

In addition to chlorine atoms, fluorine is released by the decomposition of CFCs and HCFCs. However, in contrast to chlorine, fluorine forms long-lived substances such as COF$_2$
and ultimately HF whose only known sink is transport to the troposphere followed by rainout. Due to its long stratospheric lifetime, fluoride, and in particular HF, is not involved in catalytic ozone destruction. It is often used as a tracer for stratospheric dynamics and transport, and hence as a reference for chemically more active trace gases like HCl (Chipperfield et al., 1997). Because fluoride is also contained in CFC substitutes, the HF total column abundance is expected to have continued increasing during the time range considered in the present study.

Thus, measurements of the time development of the reservoir species (HCl and ClONO$_2$ for the inorganic chlorine and HF for the inorganic fluorine) provide a means of verifying the effectiveness of the above-mentioned international regulations.
series of measurements and models with respect to the mean differences between the data sets and also the mean seasonal cycle and its amplitude of the three gases. The trends of HCl, ClONO$_2$, and HF are presented in Sect. 6, but before, an investigation of the dependency of the trend results on some influencing factors is made (Sect. 5). The results are discussed in Sect. 7 and concluding remarks are given in Sect. 8.

2 Instrumentation

The observational data used in this paper were obtained from ground-based solar absorption measurements of high-spectral-resolution Fourier transform infrared (FTIR) spectrometers operated at 17 sites. They all belong to the Network for the Detection of Atmospheric Composition Change (NDACC; http://www.ndacc.org) and are located between 77.82$^\circ$ S and 80.05$^\circ$ N (see Table 1 and Fig. 2). For these measurements, the atmosphere must be free of clouds and the sun needs to be above the horizon. This implies that during polar night, no measurements are possible. Of course, this dependency on direct sunlight leads to an irregular sampling of the measurements, with considerable gaps especially during the winter at the polar sites.

The spectrometers cover the spectral range approximately 600 to 4300 cm$^{-1}$. In the network, it is common practice to record spectra within limited spectral bands, using a set of appropriate optical bandpass filters, in order to improve the signal-to-noise ratio. The spectral range is covered with two liquid-nitrogen-cooled detectors, namely an Indium-Antimonide (InSb) detector for the short wavelength part of the range and a Mercury-Cadmium-Telluride (MCT) detector for the long wavelength end of the range.

The high-resolution spectra include many distinct and overlapping absorption lines of a large number of atmospheric constituents. The area under the absorption lines provides information about the total abundance of the absorber gas along the line-of-sight. The spectral line shape gives additional information about the vertical distribution of the absorber in the atmosphere, based on the pressure-broadening characteristics of the line. The vertical distribution can be retrieved with limited resolution only. The so-called inversion of the spectra, to derive the vertical distribution or total column abundance of the target absorber gas from the spectra, generally uses one or a few selected spectral micro-windows. The purpose is to optimise the information content regarding the target gas and to minimise the impact of interfering species. The retrievals are based on a non-linear least squares line-by-line fit of the spectra. The more recent retrieval algorithms use a semi-empirical implementation of the optimal estimation method developed by Rodgers (2000). Only a few different retrieval codes are used within the NDACC infrared community, namely S FIT1 and S FIT2, PROFFIT and G FIT. S FIT1 and S FIT2 were developed jointly at the NASA Langley Research Center, Hampton, VA, United States, the National Center for Atmospheric Research (NCAR) at Boulder, CO, United States, and the National Institute of Water and Atmospheric Research (NIWA) at Lauder, New Zealand (Rinsland et al., 1998). S FIT1 is the older version, which does not retrieve any vertical profile information: it only performs a scaling of the a priori vertical profile. PROFFIT was developed at the Institute for Meteorology and Climate Research of the Karlsruhe Institute of Technology (KIT), and it was demonstrated that the results are equivalent to those derived with S FIT2 (Hase et al., 2004; Duchatelet et al., 2010). G FIT was developed by G. Toon at the Jet Propulsion Laboratory and performs a profile scaling similar to S FIT1 (Washenfelder et al., 2006).

The data analysis needs corresponding pressure/temperature profiles: These are taken from the National Center for Environmental Prediction (NCEP) (Lait et al., 2005) or from local or nearby radiosonde data (see supplement to the present publication). The spectroscopic parameters of the absorption lines are usually taken from the HITRAN database (Rothman et al., 1992, 1998, 2003, 2005), or from the ATMOS line list (Brown et al., 1996).

Since the retrieval of vertical profile information is based on the absorption line shapes, it is fundamental to know the instrumental line shape function (ILS) precisely. Therefore, absorption spectra of HBr in a cell at low pressure are regularly recorded. These spectra can also be used as a proxy for comparison since the HBr cells have identical origins (Coffey et al., 1998). The analysis of the resulting HBr absorption line shape, usually done with the program LINEFIT (Hase et al., 1999), yields precise knowledge of the instrument’s alignment and the associated instrumental line shape function.

Different kinds of FTIR instruments have been used for the measurements analysed in this study (please see the description of the sites below), called Bruker 120M, 120HR, and 125HR, and Bomem DA8. The instrumental differences between the Bruker spectrometers are small, especially

Fig. 2. Geographical distribution of the measurement sites.
between 120HR and 125HR. The latter is the newer version with improved electronics which in the end helps to reduce the noise in the spectra. The 120M instrument is the mobile version which is therefore smaller and more compact than the 120HR. In general, it is more difficult to adjust the 120M than the 120HR spectrometer, which may lead to a slightly worse ILS of the 120M. However, this would affect mostly the profile retrievals, not the total column abundances dealt with in this study. So there are no significant discrepancies expected between the different Bruker instruments. Furthermore, when a new instrument was installed at one site, if possible, an intercomparison was performed with the old one so that the here presented data sets can be assumed to show self-consistent time series. The discrepancies between a Bruker 125HR and a Bomem DA8 instrument were investigated in detail for the total column abundances of the three gases analysed here by e.g. Batchelor et al. (2010) and were found to amount to less than 3.5 %.

Concerning the vertical averaging kernels, the corresponding height-dependent sensitivity of the retrieval, the degrees of freedom for signal, and the overall errors associated with the measurements, no detailed information is given here. It can be found in the references given for every site, or other publications, for example in Kohlhepp et al. (2011) for Kiruna. In addition, a paper comprising the retrieval settings for the retrieval of HCl, ClONO$_2$, and HF at each site are described.

2.1 Eureka (80.05° N)

Environment Canada operated a Bomem DA8 FTS at the Eureka NDACC observatory every spring and nearly every fall from 1993 until 2008. Details of this instrument, observations and retrieval methods are given in Fast et al. (2011). In July 2006, the Canadian Network for the Detection of Atmospheric Change (CANDAC) installed a Bruker 125HR FTS in the observatory, now known as the Polar Environment Atmospheric Change (CANDAC) installed a Bruker 125HR FTS in the observatory, now known as the Polar Environment Atmospheric Research Laboratory (PEARL). This instrument makes measurements at 0.0035 cm$^{-1}$ resolution throughout the sunlit parts of the year (mid-February to mid-October). It was run simultaneously with the Bomem DA8 during three campaigns in 2007 and 2008 before the removal of the DA8 in February 2009. Full details of the instrument and retrieval parameters are given in Batchelor et al. (2009). Measurements shown for Eureka in this work include daily average total column densities from the Environment Canada Bomem DA8 between February 1997 and March 2006, and from the CANDAC Bruker 125HR from July 2006 onwards. The biases between the use of the HITRAN 1992 spectral database (for analysis of the DA8 data) and HITRAN 2004 (for analysis of the 125HR data) have been quantified by Fast et al. (2011) based on retrievals from DA8 spectra recorded for one day and for the microwindows indicated for the DA8 in the Tables 1 to 3 of the supplement to the present publication. They are −0.4 % for HCl, 15.6 % for ClONO$_2$, and 0.0 % for HF.

### Table 1. Overview of the geographical coordinates of the 17 sites and the time ranges covered by the HCl, ClONO$_2$, and HF measurements.

<table>
<thead>
<tr>
<th>Measurement site</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude a.s.l. (m)</th>
<th>HCl meas. since</th>
<th>ClONO$_2$ meas. since</th>
<th>HF meas. since</th>
<th>Meas. used until</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eureka, Canada</td>
<td>80.05° N</td>
<td>86.42° W</td>
<td>610</td>
<td>1997</td>
<td>1997</td>
<td>1997</td>
<td>2009</td>
</tr>
<tr>
<td>Thule, Greenland, Denmark</td>
<td>76.53° N</td>
<td>68.74° W</td>
<td>225</td>
<td>1999</td>
<td>1999</td>
<td>1999</td>
<td>1999</td>
</tr>
<tr>
<td>Poker Flat, Alaska, USA</td>
<td>65.12° N</td>
<td>147.43° W</td>
<td>610</td>
<td>1999</td>
<td>1999</td>
<td>1999</td>
<td>1999</td>
</tr>
<tr>
<td>Jungfraujoch, Switzerland</td>
<td>46.55° N</td>
<td>7.98° E</td>
<td>3580</td>
<td>1984</td>
<td>1986</td>
<td>1984</td>
<td>1984</td>
</tr>
<tr>
<td>Réunion Island, France</td>
<td>21.80° S</td>
<td>55.5° E</td>
<td>50</td>
<td>2004</td>
<td>2004</td>
<td>2004</td>
<td>2004</td>
</tr>
<tr>
<td>Wollongong, Australia</td>
<td>34.45° S</td>
<td>150.88° E</td>
<td>30</td>
<td>1996</td>
<td>1996</td>
<td>1996</td>
<td>1996</td>
</tr>
<tr>
<td>Arrival Heights, Antarctica</td>
<td>77.82° S</td>
<td>166.65° E</td>
<td>250</td>
<td>1992</td>
<td>1997</td>
<td>1997</td>
<td>1997</td>
</tr>
</tbody>
</table>
2.2 Ny Ålesund (78.92° N)

At the AWIPEV research base in Ny Ålesund on the Svalbard archipelago, FTIR measurements have been performed since 1990. In the period 1990 to 1995 a Bruker 120M was used. This spectrometer was replaced by a 120HR in 1995. The instruments are operated by the AWI Potsdam and the University of Bremen. Measurements in solar absorption geometry are performed from the end of March until the end of September each year. During polar night, measurements in lunar absorption geometry are performed, which are not used here. The observation range is 600 to 8000 cm⁻¹, depending on the instrument setup, which is changed for the different experiments.

2.3 Thule (76.53° N)

The NDACC FTS stationed at Thule, Greenland, is operated by the National Center for Atmospheric Research (NCAR). The instrument and observing system are described in Hannigan et al. (2009). The instrument is a Bruker 120M FTIR that has been blind compared (Goldman et al., 1999) prior to installation at Thule in 1999. The system operates autonomously to record solar absorption spectra in the mid-IR on approx. 30% of the days between 20 February and 20 October. Observations are taken up to five times per day depending upon weather conditions.

2.4 Kiruna (67.84° N)

Since March 1996, a Bruker IFS 120HR FTIR spectrometer has been operated continuously by the Institute for Meteorology and Climate Research (IMK-ASF) of the Karlsruhe Institute of Technology (KIT, formerly Research Center Karlsruhe) at the Swedish Institute of Space Physics (IRF) in Kiruna, northern Sweden, in collaboration with the IRF Kiruna and the University of Nagoya (Japan). A side-by-side comparison was performed in 1998 with the travelling NDACC standard spectrometer (Meier et al., 2005). The instrument is remotely controlled since July 2004. It was upgraded to a 125HR spectrometer in July 2007. Experimental details have been published elsewhere (e.g. Blumenstock et al., 2006). On average, measurements are taken on about 80 days per year.

2.5 Poker Flat (65.12° N)

The FTS spectrometer, a Bruker 120HR, is located at the Poker Flat Research Range (PFRR) of the Geophysical Institute at the University of Alaska Fairbanks (GI/UAF) under the responsibility of Japan’s National Institute of Information and Communications Technology (NICT). The solar absorption spectra used here have been recorded between 1999 and 2004. The FTS automatically records spectra typically on about 100 days per year between February and October. The error analysis for HCl and HF was reported by Kagawa et al. (2007). ClONO₂ is not measured operationally at the Poker Flat site and hence no results are reported in this paper.

2.6 Harestua (60.20° N)

Chalmers University of technology has conducted continuous solar FTIR measurements at the Harestua site within NDACC since the end of 1994, with 50–70 measurements per year. The measurement site is a former solar observatory, situated on a hill at 600 m altitude, 50 km north of Oslo. The instrument used is a Bruker 120M spectrometer connected to a solar tracker. Between 1994 and 2004 the original solar tracker of the site was used (coeliostat) but it was later replaced by a custom-built solar tracker allowing remote control of the measurements. The site is frequently located underneath the edge of the polar vortex and the columns measured therefore show a large variability during spring time.

2.7 Zugspitze (47.42° N)

A high-resolution solar absorption infrared sounding system has been operated continuously on the Zugspitze since March 1995 as part of NDACC under the responsibility of the Institute for Meteorology and Climate Research (IMK-IFU) of the Karlsruhe Institute of Technology (KIT). The measurements are performed with a Bruker IFS 125HR interferometer on typically 120–140 days per year. Details have been described by Sussmann and Schäfer (1997).

2.8 Jungfraujoch (46.55° N)

The Jungfraujoch spectra of relevance to the present study have been obtained under the responsibility of the University of Liège, with two FTIR spectrometers, namely a homemade instrument which began routine observations in 1984 and a commercial 120HR model from Bruker, operated since 1990. The measurement density has increased from a yearly average of 50 days between 1985 and 1990 to 114 days from 1991 onwards. The spectral resolution varies between 0.003 and 0.006 cm⁻¹, depending on the species and on the geometry of observation. More details on the instrumentation can be found in Zander et al. (2008). The Jungfraujoch time series used here for HCl and ClONO₂ are completely consistent with those of the Rinsland et al. (2003) study; hence the description of the strategies and algorithms used to produce the Jungfraujoch data set given in Appendix A2 of that paper still applies.

2.9 Toronto (43.66° N)

The Toronto Atmospheric Observatory (TAO) was established in 2001 with the installation of a Bomem DAB FTS. Spectra have been recorded routinely since May 2002. A description of the operations and data analysis can be found in Wiacek et al. (2007). Side-by-side comparisons with two
lower-resolution FTSs were performed in 2005 and are described in Wunch et al. (2007) and Taylor et al. (2008). At present, ClONO$_2$ has not been retrieved at Toronto.

2.10 Tsukuba (36.05° N)

The solar absorption spectra at Tsukuba, Japan, were obtained with a Bruker 120M FTS from March 1998 to October 2006 and with a Bruker 120HR FTS since May 2001. The organisations responsible for the analysis of HCl and HF are Tohoku University and the National Institute for Environmental Studies (NIES) in Japan. The spectral fitting algorithm to derive the vertical column densities is based on SFIT1.09e, and is improved with a vertical shift procedure of the initial profile to minimise the residual of the spectral fitting (Murata et al., 2005). In this paper, the data have been derived from the spectra recorded with the Bruker 120M from March 1998 to December 2005 and with the Bruker 120HR from January 2006 to December 2009. Measurement density is 80 days per year on average. ClONO$_2$ has not been retrieved at Tsukuba.

2.11 Kitt Peak (31.90° N)

Measurements of HCl, ClONO$_2$, and HF from Kitt Peak are recorded with the 1-m OPD (optical path difference) FTS (Brault, 1978) in the US National Solar Observatory (NSO) facility in southern Arizona, USA, under the responsibility of NASA Langley Research Center. A five-year gap in observations has occurred, limiting the analysis of the database for the trend in chlorine loading. Limited measurements have restarted in 2009 and have been combined with the previous measurements to produce the total column time series of daily average measurements shown in this paper, with additional measurements anticipated in the near future.

2.12 Izaña (28.30° N)

Since the beginning of 1999, a Bruker IFS 120M FTIR spectrometer has been operated continuously at the Izaña Observatory on Tenerife Island (Schneider et al., 2005). Since 2005, a Bruker 125HR instrument has been used, which was run side-by-side with the 120M spectrometer in April and May 2005. The responsibility for the FTIR experiment lies with IMK-ASF of the Karlsruhe Institute for Technology (KIT). Measurements are taken on about 100 days per year.

2.13 Mauna Loa (19.54° N)

The Mauna Loa Observatory is located on the big island of Hawaii at an altitude of 3.40 km. The observatory is maintained by NOAA's ESRL (Earth Systems Research Laboratory, formerly CMDL, Climate Monitoring and Diagnostics Laboratory). From 1991 to 2001, a Bomem DA8 was located at the site and was replaced by a Bruker 120HR in 1995. FTS data from this site were used in the 1995 Mauna Loa stratospheric ozone inter-comparison (McPeters et al., 1999). The instruments were operated by the University of Denver from 1991 to 2007, and have been operated by NCAR since then (Hannigan et al., 2009). ClONO$_2$ is not retrieved at Mauna Loa due to its low abundance at low latitude.

2.14 La Réunion (21.80° S)

The observing system of the Belgian Institute for Space Aeronomy (BIRA-IASB) at St Denis on Ile de La Réunion is a Bruker IFS 120M spectrometer. Until 2008, this system was deployed at St Denis on a campaign basis; in May 2009, the system was installed for quasi-permanent operation. The data included in the present work come from two measurement campaigns, one in 2004 (August to October) and a second one in 2007 (May to October), and from continuous measurements since May 2009. The instrument and operation characteristics during the 2004 campaign have been described in Senten et al. (2008). In 2007 and 2009, the same instrument was operated in an almost identical way, apart from the fact that the instrument is no longer located in a container on the roof of a university building but in a dedicated laboratory inside the same building. The observations are taken at different spectral resolutions, depending on the solar zenith angle. ClONO$_2$ retrievals have been unsuccessful so far, due to the high humidity at the site and the low ClONO$_2$ abundances at this low latitude.

2.15 Wollongong (34.45° S)

The NDACC site at Wollongong is operated by the local University. It used a Bomem DA8 FTS from 1996 to 2007 (Griffith et al., 1998; Paton-Walsh et al., 2004, 2005). During 2007 the instrument was replaced with a Bruker 125HR FTS. In August 1999, the optical band pass filter that was used to record spectra on the MCT detector was changed from one that transmitted in the 700–1350 cm$^{-1}$ range to two separate filters transmitting in the 700–1050 cm$^{-1}$ and 1000–1350 cm$^{-1}$ ranges.

2.16 Lauder (45.04° S) and Arrival Heights (77.82° S)

The instrument at Arrival Heights was a Bomem from 1991 to 1996 and is since then a Bruker 120M Fourier Transform Spectrometer (FTS), jointly operated by NIWA and the University of Denver, with support from the New Zealand Antarctic Institute. For Lauder, the instrument was an ABB Bomem MB104 in 1986, 1987, and 1989, a Bomem DA2 between 1990 and 1992, a Bruker 120M Fourier Transform Spectrometer until 2001 and a Bruker 120HR from then. Retrievals performed on Lauder data taken between 1986 and 1991 have been analysed with a column scaling algorithm (SFIT1). Fits of the broad absorption of ClONO$_2$ use the technique of pre-fitting interfering gases in a region around the absorption at the 780 cm$^{-1}$ window and then fitting ClONO$_2$ in a smaller microwindow there (Reisinger et al., 1995). HBr cell and ILS measurements (LINEFIT) are
done on a monthly basis at both instrument sites. At Arrival Heights, solar measurements are made from August to March.

### 3 Models

In addition to the FTIR measurements, results from five different atmospheric models are used in this study, comprising a two-dimensional (2-D) altitude-latitude model similar to the one used in Rinsland et al. (2003), called the Bremen 2-D model, two three-dimensional (3-D) chemistry transport models (CTMs), KASIMA and SLIMCAT, and two 3-D chemistry climate models (CCMs), EMAC and SOCOL (see Table 2). Thereby, the influence of the differing architecture of the models on the trend estimation can be investigated. On the other hand, the two CTMs KASIMA and SLIMCAT can help to estimate the influence of the irregular sampling of the measurements on the trend results (Sect. 5.4). This is possible because those two models use reanalyses calculated from actual measurements so that the state of the atmosphere simulated by the models can be assumed to be as close as possible to reality (please see the specific descriptions below). In contrast, the 2-D model uses only one repeating annual cycle. The two CCMs calculate their own independent and consistent meteorology and dynamics which is not necessarily or rather probably not corresponding to the real meteorological situation.

For the trend calculation and comparison with the FTIR measurements, results from the Bremen 2-D model are used between 2000 and 2008, from EMAC, KASIMA and SLIMCAT between 2000 and 2009, and from SOCOL between 2000 and 2004.

For all five models, the time evolution of the greenhouse gases and ozone-depleting substances was prescribed as a boundary condition at the lower model boundary. The emission scenario for the most important anthropogenic greenhouse gases, i.e. CO₂, CH₄, and N₂O, was the IPCC scenario A1B for all simulations considered here (see also Table 2). It assumes very rapid economic growth, low population growth, and the rapid introduction of new and more efficient technologies (Nakicenovic et al., 2000). The time evolution of the global surface volume mixing ratios of the ozone-depleting substances (ODS) was prescribed according to different so-called baseline scenarios. This means the scenarios represented the best guess for both past and future source gas emissions at the time of their publication. A comparison between them is shown in Fig. 1. KASIMA and the 2-D model applied the Ab scenario from WMO (2003), called REF2 in Fig. 1, while SOCOL used the REF1 modification where updates from newer observations for some source gases were made between 2000 and 2004. The ODS in SLIMCAT and EMAC follow the scenario A1 of WMO (2007). All the ODS data were provided in the framework of the SPARC (Stratospheric Processes And their Role in Climate Change) CCMVal (Chemistry-Climate Model Validation activity) initiative (Eyring et al., 2006, 2007) and were recommended for use as lower boundary conditions in the simulations for the 2006 and 2010 WMO Ozone Assessments.

For the comparison with the FTIR measurements, the model data were interpolated to the locations of the instruments from the adjacent grid points.

#### 3.1 Bremen 2-D model

The 2-D model used in this study is the Leeds-Bremen interactive transport, chemistry and radiation model most recently described by Chipperfield and Feng (2003) and Sinnhuber et al. (2009). It uses the dynamical core of the so-called “two-and-a-half-dimensional” THINAIR model (Kinnig, 1996) together with the chemistry scheme from the SLIMCAT model (Chipperfield, 1999). The stratospheric dynamics are forced by the amplitudes of waves 1 to 3 of the Montgomery potential at the 380 K isentrope (essentially the same as the amplitudes of the 100 hPa geopotential waves). Here we use the daily Montgomery potential from meteorological analyses with a repeating annual cycle for the period of May 1980 to April 1981. There is no quasi-biennial oscillation (QBO) in the model, i.e. the modelled tropical stratospheric wind is always in a weak easterly state. As we have used no inter-annual variability in the dynamical forcing here, all inter-annual variability comes from changes in

---

### Table 2. Overview of the models. Please note that the vertical domains are pressure altitudes as most models operate on a pressure grid.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model type</th>
<th>Horizontal resolution</th>
<th>Vertical domain (approx.)</th>
<th>Strat. vertical resolution</th>
<th>Init. year</th>
<th>Bound. cond. (GHG/CFC scenario)</th>
<th>Chemical kinetics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bremen</td>
<td>2-D model</td>
<td>9.5°</td>
<td>0–100 km</td>
<td>~3.5 km</td>
<td>1958</td>
<td>IPCC (2001) A1B/WMO</td>
<td>Sander et al. (2006)</td>
</tr>
<tr>
<td>KASIMA</td>
<td>CTM</td>
<td>5.6°×5.6° (T21)</td>
<td>7–120 km</td>
<td>~0.75–3 km</td>
<td>1972</td>
<td>IPCC (2001) A1B/WMO</td>
<td>Sander et al. (2002)</td>
</tr>
<tr>
<td>SLIMCAT</td>
<td>CTM</td>
<td>5.6°×5.6° (T21)</td>
<td>0–60 km</td>
<td>~2 km</td>
<td>1977</td>
<td>IPCC (2001) A1B/WMO</td>
<td>Sander et al. (2002)</td>
</tr>
<tr>
<td>EMAC</td>
<td>CCM</td>
<td>2.8°×2.8° (T42)</td>
<td>0–80 km</td>
<td>~2 km</td>
<td>1958</td>
<td>IPCC (2001) A1B/WMO</td>
<td>Sander et al. (2002)</td>
</tr>
</tbody>
</table>
the source gases and aerosol surface area. In this simulation, the following halogen-containing gases are treated explicitly: CFC-11, CFC-12, CFC-113, CCl4, CH3CCl3, Halon-1301, Halon-1211, HCFC-22, and CH3Cl. In contrast, HCFC-141b is not treated explicitly, but proportionately added to CH3Cl so that the additional chlorine atoms are accounted for. Analogously, the CFC-114, CFC-115, and HCFC-142b surface mixing ratios are considered in the HCFC-22 value. This model run is the same as used in the 2006 WMO Ozone Assessment (WMO, 2007). Data are available every fifth day until the end of 2008 only.

3.2 KASIMA

The 3-D chemistry transport model KASIMA (Karlsruhe Simulation Model of the Middle Atmosphere) used in this study is a global circulation model including stratospheric chemistry for the simulation of the behaviour of physical and chemical processes in the middle atmosphere (Kouker et al., 1999; Reddmann et al., 2001; Ruhnke et al., 1999). The meteorological component is based on a spectral architecture with the pressure altitude \( z = -H \ln(p/p_0) \) as the vertical coordinate, where \( H = 7 \) km is a constant atmospheric scale height, \( p \) is the pressure, and \( p_0 = 1013.25 \) hPa is a constant reference pressure. For the present study, the KASIMA version as described in Reddmann et al. (2001) which yields realistic stratospheric age-of-air values (Stiller et al., 2008) was used. The necessary meteorological data of temperature, vorticity and divergence are taken from the European Centre for Medium-Range Weather Forecasts (ECMWF), using ERA-40 data until 2002 and operational ECMWF analyses from 2003 on. In this version, the KASIMA model is relaxed (nudged) toward the ECMWF data between 18 and 48 km pressure altitude using forcing terms with a timescale of 4 h. Below 18 km, the meteorology is based on ECMWF analyses without nudging, and above 48 km pressure altitude, the prognostic model integrating the primitive equations without additional forcing from ECMWF data is used. The model consists of 63 vertical layers between 7 and 120 km and has a horizontal resolution of approximately 5.6° × 5.6°(T21).

The photolysis rates are calculated online in KASIMA using the Fast-J2 model of Bian and Prather (2002).

3.3 SLIMCAT

SLIMCAT is an off-line 3-D CTM which has been widely used for the study of stratospheric chemistry (e.g. Feng et al., 2007). The model uses a hybrid \( \sigma-\theta \) coordinate (Chipperfield, 2006) and in the stratosphere (\( \theta \)-level domain), vertical motion is calculated from diagnosed heating rates. This approach gives a reasonable description of the stratospheric circulation and age-of-air (see Monge-Sanz et al., 2007). The model has a detailed description of stratospheric chemistry (see Chipperfield, 1999).

For this study the model was integrated (run 509) from 1977 to 2010 at a horizontal resolution of 5.6° × 5.6° and with 32 levels from the surface to about 60 km. The model was forced using ECMWF reanalyses: ERA-40 from 1977–1988 and then ERA-Interim from 1989–2009. This run did not have an explicit treatment of tropospheric convection but the model assumed that long-lived tracers in the troposphere were well-mixed (see Hossaini et al., 2010).

3.4 EMAC

The chemistry climate model EMAC (ECHAM/MESy Atmospheric Chemistry model) has been developed at the Max-Planck-Institute for Chemistry in Mainz (Jöckel et al., 2006). It is a combination of the general circulation model (GCM) ECHAM5 (Roeckner et al., 2006) with different submodels, for example the chemistry submodel MECCA (Module Efficiently Calculating the Chemistry of the Atmosphere) (Sander et al., 2005) linked by the Modular Earth Submodel System (MESSy) interface (Jöckel et al., 2005). The simulation performed here includes a comprehensive stratospheric chemistry. The volcanic stratospheric aerosols and the solar irradiance were constant, the QBO was not included and additional bromine with respect to the very short-lived substances (VSLS) was not added. Sea surface temperature (SST) and sea ice cover (SIC) datasets have been used from one of the IPCC-AR4 ECHAM5/MPI-OM coupled model A1B scenario runs performed for the IPCC Fourth Assessment Report (IPCC, 2007).

3.5 SOCOL

The SOCOL_v2.0 (SOlar Climate Ozone Links Version 2) CCM combines the MAECHAM4 GCM (Manzini et al., 1997) with the CTM Mezon (Egorova et al., 2003). SOCOL contains a comprehensive stratospheric chemistry scheme consisting of 41 chemical species, 118 gas-phase reactions, 33 photolysis reactions and 16 heterogeneous reactions (Egorova et al., 2005; Schranner et al., 2008). Inorganic fluorine species (e.g. HF) are not simulated. The Clx member species (HCl, CINO2, HOCl, OCIO, Cl, CIO, Cl2O2) are individually transported, while the 14 organic-chlorine-containing species present in the model are grouped into two families (short- and long-lived) and these two families are then explicitly advected. After each transport step, the individual members of the two families are partitioned before the chemical computations. 13 photolytic, 14 O(1D) and 8 OH reactions are used to model the photochemical breakup of the 14 organic-chlorine-containing species. Implications of employing such a scheme are investigated in Struthers et al. (2009).

The model data used in this study originate from the NIWA-SOCOL REF-B1 simulation performed for the WMO SPARC CCMVal2 activity (Eyring et al., 2008). Boundary conditions and model parameters used in the REF-B1
Table 3. Mean differences between models and FTIR measurements in % (calculated as (model-meas)/meas) averaged over all sites, and their standard deviations, for HCl, ClONO$_2$, and HF. The differences for KASIMA and SLIMCAT were calculated from the daily values, while for EMAC, SOCOL, and the 2-D model, the monthly means were used.

<table>
<thead>
<tr>
<th>gas</th>
<th>KASIMA</th>
<th>SLIMCAT</th>
<th>2-D model</th>
<th>EMAC</th>
<th>SOCOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl</td>
<td>$-11.90 \pm 8.58$</td>
<td>$+10.48 \pm 7.92$</td>
<td>$+8.32 \pm 15.93$</td>
<td>$-24.84 \pm 8.08$</td>
<td>$+9.49 \pm 13.83$</td>
</tr>
<tr>
<td>ClONO$_2$</td>
<td>$+11.57 \pm 58.33$</td>
<td>$+90.00 \pm 146.78$</td>
<td>$+15.40 \pm 41.13$</td>
<td>$+30.10 \pm 90.59$</td>
<td>$-17.31 \pm 22.96$</td>
</tr>
<tr>
<td>HF</td>
<td>$+1.79 \pm 10.44$</td>
<td>$+36.25 \pm 12.72$</td>
<td>$-14.28 \pm 12.63$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CCMVal2 simulations are described in Morgenstern et al. (2010). The data available here are monthly means until the end of 2004 only.

4 Time series

Before calculating and comparing the HCl, ClONO$_2$, and HF trends, the consistency of the total column abundances between the FTIR measurements and the different models is investigated (Figs. 3 to 5). Table 3 shows the mean relative differences between each model and the measurements, averaged over all sites. The differences for the CTMs KASIMA and SLIMCAT were calculated from the daily means of the FTIR measurements and the 12:00 UTC model output because these two models use meteorological analyses as boundary conditions so that every day’s atmospheric state should be comparable. In contrast, for the CCMs EMAC and SOCOL and the 2-D model, the monthly means from models and measurements were used for the comparison because these models calculate their own dynamics and meteorology which do not necessarily correspond to the real situation on each day. The normalised mean monthly mean values determined for 2000 to 2009 (Figs. 6 to 8) allow us to investigate the characteristics of the seasonal cycle of each gas and its amplitude. These mean monthly means were calculated by dividing the monthly means by the corresponding annual mean and then averaging each month over the whole time period 2000–2009. In all three gases, a seasonal cycle is expected that is connected with the seasonal variation of the tropopause height. This variation results from the stratospheric general circulation transporting air from the summer to the winter hemisphere. The higher the tropopause, the smaller is the relative contribution of the stratosphere to the total column abundance. This again results in a lower total column abundance of HCl, ClONO$_2$, and HF in summer, because they are all mainly produced in the stratosphere. In the high latitude regions, HCl and ClONO$_2$ are in addition influenced by the absence of solar irradiation in winter. Chlorine activation on the surface of polar stratospheric clouds (PSCs) leads to a decrease in the total column abundances of the chlorine reservoir species and a strong peak at the end of the winter due to the deactivation of active chlorine. So the seasonal cycle is expected to exhibit its largest amplitude at the polar sites.

4.1 HCl

Measurements and models both indicate a steady increase of HCl until about the mid-1990s. Afterwards, a decrease of the HCl total column abundances is observed at all sites, with the Southern Hemisphere delayed by a few years with respect to the Northern Hemisphere (Fig. 3).

In comparison to the FTIR measurements, KASIMA underestimates the total column abundances of HCl (Fig. 3 and Table 3). Reasons for this are discussed in Kohlhepp et al. (2011, and references therein) and include the horizontal resolution, the data set used for nudging, and the parameterisation of tropospheric processes, for example. In contrast, the other CTM, SLIMCAT, tends to overestimate the total HCl content compared to the measurements. The average bias is smallest for the 2-D model (Table 3). EMAC underestimates the HCl total column even more than KASIMA, while SOCOL overestimates it.

In the FTIR data, the annual maximum of HCl occurs in spring, around April/May in the Northern Hemisphere and October/November in the Southern Hemisphere (Fig. 6). This seasonal cycle is qualitatively captured at most sites by all models except the 2-D one. At some sites, KASIMA and SOCOL simulate the annual maximum about one month too early.

4.2 ClONO$_2$

Because of its weak spectral signature, interference by water vapour, and the low column abundances especially at lower latitudes, ClONO$_2$ is not easy to measure with a ground-based FTIR spectrometer. For this reason there are no ClONO$_2$ time series from the FTIR sites Poker Flat, Toronto, Tsukuba, Mauna Loa, and La Réunion which are therefore not included in the comparisons in Figs. 4 and 7 and Table 3.

All measurement and model datasets show an increase of ClONO$_2$ until the late 1990s and a decrease afterwards (Fig. 4).

At the Northern Hemisphere high latitude sites Ny Ålesund, Thule, and Kiruna, the models tend to overestimate the total atmospheric ClONO$_2$ content, especially the annual minima (Fig. 4). At most sites, the SLIMCAT model shows the highest values, followed by EMAC and the 2-D model. On average, KASIMA, SOCOL, and the 2-D model agree best with the measurements (Table 3).
Fig. 3. Time series of HCl total column abundances in molecules per cm$^2$ at the different sites as measured by FTIR (black dots) and simulated by SLIMCAT (blue line), KASIMA (red line), SOCOL (green line), EMAC (orange line), and Bremen 2-D model (brown line).

SLIMCAT simulates a stronger relative seasonal variation than the other models at most Northern Hemisphere sites (Fig. 7). At midlatitudes, this means SLIMCAT overestimates the ClONO$_2$ amplitude, while closer to the poles, the other models tend to underestimate it. The annual ClONO$_2$ maximum occurring in February or March at most Northern Hemisphere sites is captured qualitatively by most models. Especially in the Northern Hemisphere midlatitudes, EMAC tends to simulate the maximum in April, which is about one month later than the other models which agree with the measurements. At the Southern Hemisphere sites Wollongong and Lauder, the maximum predicted by the models between August and October is not very pronounced in the measurements.
4.3 HF

The two CCMs EMAC and SOCOL do not simulate the atmospheric HF content, therefore only the results from the CTMs KASIMA and SLIMCAT and from the 2-D model can be compared with the FTIR measurements at the 17 sites. They show an increase over the largest part of the time range that weakens in the last few years (Fig. 5).

The SLIMCAT model tends to overestimate the HF total column abundance, while KASIMA on average agrees better with the measurements. The 2-D model shows a behaviour very similar to KASIMA apart from some low and midlatitude sites (e.g. Toronto, Kitt Peak, Izaña, and La Réunion) where it tends to underestimate the increase especially in the 1990s (Fig. 5). This results in a mean underestimation of the measured total column abundances by the 2-D model (Table 3).

The amplitude of the seasonal HF cycle as simulated by the two CTMs KASIMA and SLIMCAT fits very well to the one measured by the FTIR spectrometer at most sites (Fig. 8).

The annual maximum around March and April in the Northern Hemisphere and in October in the Southern Hemisphere is also represented in the two models. The seasonal cycle from the 2-D model is very similar to those from KASIMA and SLIMCAT in the northern polar latitudes, but its amplitude is mostly too weak, especially at the Northern Hemisphere midlatitude sites.

4.4 Summary of the time series comparison

In summary, there is good overall agreement between the FTIR measurements and the models considered here concerning the increase of the total column abundances of HCl and ClONO₂ until about the mid-1990s, a decrease afterwards, and on a HF increase that slowly reached a plateau in the last few years. Also the mean annual cycles derived from the different datasets are similar.

The SLIMCAT model tends to overestimate the atmospheric content of the three gases and, especially at midlatitudes, the amplitude of the seasonal cycle of ClONO₂.
KASIMA and EMAC tend to underestimate the HCl total column abundance, while SOCOL and the Bremen 2-D model overestimate it, especially in the Northern Hemisphere. The 2-D model underestimates the HF increase at some low and midlatitude sites.

5 Trend method and sensitivity studies

In this section, a short description of the trend calculation method is given, especially also of the bootstrap method used to estimate the trend uncertainty. In addition, we investigate the dependence of the trend result on the type of fit function, the time period, and on sampling. The first two influencing factors are analysed using the FTIR measurements, while
the sampling influence can be estimated with the help of the CTM data. The main time period chosen for the trend and its sensitivity investigations is 2000–2009. This was done because a continuous decrease is expected for the chlorine gases and an increase for HF during this time so that a linear trend fit can be assumed to sufficiently represent the temporal evolution of the total column abundances. Moreover, nearly all sites included in this study measured during this time (see Table 1).
5.1 Trend determination method

A linear trend function, combined with a Fourier series accounting for the seasonal cycle, is fitted to the time series using a least squares method. The precision of the fit parameters and thus of the trend is determined with the bootstrap resampling method. This method is only described shortly here, however, more detailed information can be found for example in Gardiner et al. (2008, and references therein). It has been used in previous trend studies from FTIR measurements (e.g., Gardiner et al., 2008; Mikuteit, 2008; Vigouroux et al., 2008; Kohlhepp et al., 2011). From the main fit to the data, the differences between fit and data are calculated. These residuals are then added randomly (with replacement) to the fit result in order to create a new, artificial data set. Another fit using the same function as for the real data is performed on the artificial data set, giving an artificial value for every parameter, including the trend. This procedure is applied 5000 times in this study, following the example of Gardiner et al. (2008). From the 97.5 and 2.5 percentiles of the resulting 5001 trend values, the 95 % confidence interval characterising the trend uncertainty can be estimated. The reason for choosing this method to determine the trend uncertainty is that it does not assume that the residuals of the fit to the data are normally distributed. Instead, it only assumes that there are enough data points for the residuals to sufficiently represent their own distribution. The assumption of a normal (Gaussian) distribution of the residuals might not be valid because the fit is not always able to capture the complete annual cycle, e.g., the strong peak in ClONO\textsubscript{2} at the polar sites in spring. The main reason for this is that the peak does not always occur at exactly the same time of year.

At all sites between 70° S and 70° N except La Réunion, a third order Fourier series is used to account for the seasonal
Fig. 8. Annual cycle of HF at the different sites as determined from the FTIR instruments (black) and simulated by SLIMCAT (blue), KASIMA (red), and the Bremen 2-D model (brown). The mean relative monthly means were calculated by normalising the monthly means with the respective annual mean and then averaging over the period 2000–2009. The error bars of the FTIR measurements represent the standard deviation.

As also found by Gardiner et al. (2008), this approach represents most time series very well and at the same time avoids over-fitting the data. But at the sites poleward of 70° N and S, the FTIR measurements are limited by polar night so that the comparably strong seasonal cycle is only partly represented in the time series. Similarly, a large part of the seasonal cycle is missing also in the La Réunion data where the measurements were performed on a campaign basis. This is why at these sites, for some of the gases, the bootstrap method together with the third order Fourier series fit did not
produce reliable results. So finally, only a first order Fourier series was fitted for all gases measured at these sites in order to account at least for some seasonal variation.

All trend values in this paper are given in % per year referring to the linear fit value computed for 1 January 2000, 12:00 UTC.

For HCl and HF, results for all 17 sites are presented, while for ClONO$_2$, only 12 time series are available (see Table 1). Please note that the measurements at Poker Flat ended in 2004.

5.2 Dependence on the trend calculation approach

In order to estimate the dependence on the type of fit function used, the trends between 2000 and 2009 were determined by fitting a linear function only (this approach is called “linear” from now on) and a linear function combined with a third or first (see above) order Fourier series (called “standard”) to the FTIR measurements (Fig. 9). Trends were also calculated by considering the summer and autumn data separately (June to November and December to May in the Northern and Southern Hemisphere, respectively), which are assumed to show less variability, using a simple linear fit function. This method is called “summer/autumn” or “s/a” from now on.

At Toronto and La Réunion, the measurements were started after the year 2000, in 2002 and 2004, respectively. For Toronto, the dependence on the trend calculation approach was determined for the time range 2002–2009, while La Réunion was not considered in this section. There are no results for ClONO$_2$ at Ny Ålesund displayed in Fig. 9. For the summer/autumn series at this site, the bootstrap method did not produce reliable results, and both the linear and the standard procedures led to trend values (10.9 and 6.8 % yr$^{-1}$, respectively) much higher than at the other sites so that for clarity of the majority of the results, the y-range used here was adapted to them. Analogously, the trend for ClONO$_2$ at Eureka from the linear fit function cannot be displayed ($-7.2$ % yr$^{-1}$), and neither the linear HF trend at Poker Flat (3.1 % yr$^{-1}$).

The confidence interval determined with the bootstrap method is obviously larger for the linear trend alone and the summer/autumn data only than when a linear function combined with a Fourier series is fitted to all data (Fig. 9). This suggests that the linear function alone does not sufficiently represent the time series. Also, the time series restricted to the summer/autumn data naturally contain fewer measurements which is probably the reason for the large error bars noted in these cases.

The results for HCl from the different trend calculation approaches agree within their errors at all sites. For ClONO$_2$, the error bars are larger than those for HCl at most sites. This can be explained partly by the larger amplitude of the seasonal cycle of ClONO$_2$ which cannot be completely represented by the fitting function. In addition, ClONO$_2$ is
difficult to measure and therefore the scatter characterising the total column time series is larger, too. Apart from Eureka, Kiruna, and Harestua, the trend results for ClONO$_2$ from the different approaches agree within errors. The HF trends also agree within errors except at the polar sites Eureka, Thule, and Poker Flat.

There are a few possible reasons for the disagreement of the different trend determination methods at some of the high latitude sites. Due to the influence of the polar vortex, the amplitude of the seasonal cycle is very large and therefore especially the result from fitting the linear function alone very much depends on the start and end time of year. But also the Fourier series cannot capture the sometimes strong variations on a short timescale resulting from the movement of the polar vortex. In addition, the high-latitude seasonal cycles are not completely represented in the time series because solar FTIR measurements are not possible during polar night. Furthermore, at some sites, the time series contain very few data points for the summer/autumn months, for example the ClONO$_2$ series from Ny Ålesund and Wollongong, and all three series from Kitt Peak. At Eureka, the DA8 measurements were performed on a (spring and autumn) campaign basis so that until the installation of the 125HR spectrometer in 2006, there were years with no measurements during “summer/autumn” at all.

5.3 Dependence on the time period used

In order to investigate the influence of time series length and the time period chosen, the FTIR trends were calculated for the three periods 1996–2009, 2000–2009 and 2004–2009 (Fig. 10). The longest period was selected because not all, but more than half of the stations performed measurements during this time, while only a few did before. The longer the time series, the smaller the error bars and the better the trend estimate is expected to be. During the second period, all sites except La Réunion and Toronto performed measurements (see below). From earlier studies, e.g. the one by Rinsland et al. (2003), we expect the inorganic chlorine species total column abundances to have reached their plateau around 1996–1999 and not to strongly change during this time. So the decrease expected due to the Montreal Protocol may be weaker if these four additional years are included in the trend calculation. The latest and shortest period was included in this study in order to investigate whether there was a change in the rate of increase (of HF) or decrease (of HCl and ClONO$_2$) during the last few years.

The approach called “standard” here was used, which means the fitting function was the linear one with a third or first order Fourier series (see above) representing the seasonal cycle. The sites where the required time ranges were not available were not considered in this comparison, except for Toronto, where the trend with the 2000–2009 colour actually covers the time range between 2002 and 2009. There are no trend results for Poker Flat between 2004 and 2009.
because the time series end in 2004 (see Table 1). In the Kitt Peak data, there is a large gap around 2006 to 2008 so that especially the determination of the seasonal cycle between 2004 and 2009 is not possible and the 2004–2009 trends at this site could not be included either. In the ClONO2 picture of Fig. 10, the trends for Eureka between 2004 and 2009 and for Ny Ålesund between 2000 and 2009 are missing because they are larger than the y-scale (−6.2 and 6.8 % yr\(^{-1}\), respectively). The same is the case for the Wollongong and Mauna Loa HF trends between 2004 and 2009: they amount to 4.2 and 22.8 % yr\(^{-1}\), respectively.

The shorter the time series, the larger the error bar of the trend (Fig. 10).

In the Northern Hemisphere mid and low latitudes, the HCl trends tend to be less strongly negative for the period from 2004 to 2009 than for the two longer periods, but strongest for 2000 to 2009 at most sites. It must be considered that six years are not enough to reliably determine such small trends (see also Weatherhead et al., 1998). In the Southern Hemisphere, no clear signal is detectable.

For HCl and ClONO2, the trends from 1996 to 2009 and 2000 to 2009 agree within errors at most sites. The expected tendency of a weaker decrease in the chlorine species during 1996–2009 that was discussed above can indeed be found in the presented results, especially for HCl. It is probably due to the stratospheric chlorine loading reaching a plateau at the end of the 1990s and only then slowly starting to decrease.

The reason for the HF trend differing for the three time periods at most sites is probably that the column abundances seem to have reached a plateau in the last few years (see also Fig. 5). The trend is strongest and mostly positive for the longest period, while for the later and shorter periods it weakens or even becomes negative, especially in the Northern Hemisphere.

### 5.4 Influence of sampling

Due to varying weather conditions at all sites, polar night and midnight sun, and instrumental failures, the sampling of the FTIR data points is not regular and some time series contain gaps. The sampling influence on the trend can be investigated with the chemistry transport models KASIMA and SLIMCAT. As they use meteorological analyses to calculate the atmospheric chemistry processes and transport, the meteorological conditions are assumed to be as close as possible to reality. Therefore, two different model trends for HCl, ClONO2, and HF have been determined by fitting a linear function with a third or first order Fourier series to the CTM data: one from the complete CTM time series containing one value per day and the other one only from the days where FTIR measurements have been taken. The period chosen for this comparison is again 2000–2009. This means La Réunion is not included and the trend calculations for Toronto all start in 2002, while for Poker Flat, they end in 2004, like in Sect. 5.2.

In Fig. 11, the KASIMA (left column) and SLIMCAT (right column) trends from the complete time series are compared with those from the measurement days only and with the FTIR results. It is obvious that there are differences in the trends between the differently sampled time series for both models. At the same time, it is not easy to quantify this sampling influence. However, at most sites, the influence is not very strong so that the trends agree within their bootstrap error bars. The locations where this is not the case are mostly high latitude sites where due to polar night a large portion of the relatively strong annual cycle is missing in the measurement time series, or other sites with large measurement interruptions. At such sites, the error induced by sampling is obviously not negligible.

### 5.5 Summary of the FTIR trend dependencies

Especially at locations where the seasonal cycle of the gas investigated has a large amplitude, the trend results depend on whether the Fourier series is included in the fit function or not (Sect. 5.2). The linear function alone clearly cannot sufficiently represent the time series. Selecting only the summer/autumn data where the variability is expected to be small does not strongly diminish the confidence intervals. Probable reasons for this are that at some sites, there are not many data points left when removing those measured in winter and spring, and that there is still some variability left in the summer/autumn time series.

When calculating trends for different parts of the time series, the shorter the time series, the larger the error bars (Sect. 5.3). The results for the six-year period 2004 to 2009 should be treated cautiously. Still, there is a considerable tendency towards a decrease of the positive HF trend in the last few years at many Northern Hemisphere measurement sites.

Moreover, as shown in Sect. 5.4, a considerable bias may be induced in the trend results at sites with very irregular sampling or large gaps in the time series. This must be kept in mind when trends from FTIR data are compared with those from model calculations.

It can be concluded that, overall, the agreement between the different trend determination approaches and the different time ranges is good. This means the results are robust. For the trend determination from models and measurements in the following (Sect. 6), the so-called standard approach fitting a linear trend with a Fourier series is used because its error bars are the smallest. The best time period to determine the trends would of course be the longest one (1996–2009), but because many sites started measuring after 1996, in order to ease the comparison or rather to be able to consider more sites, the period chosen for the model-measurement comparison is 2000–2009.
Fig. 11. The dependence of the resulting trend (in % per year) on sampling is investigated by comparing trends from the KASIMA data on all days (left column; red) with those calculated from the model time series on days with FTIR measurements only (orange) and with the FTIR trends themselves (black). The same comparison is shown for SLIMCAT (right column; blue) and SLIMCAT only on FTIR days (cyan). Please note the different y-scales. The error bars were determined with the bootstrap method.

6 Comparison of FTIR and model trends

In this section, the trends from the FTIR measurements are compared with the results from all five models SLIMCAT, KASIMA, SOCOL, EMAC and the 2-D model (see Fig. 12 and Tables 4 to 6). For all models, the trends were determined from all available data, which is one value per day for KASIMA, SLIMCAT, and EMAC, one every fifth day for the Bremen 2-D model, and monthly means for SOCOL. Still, the investigations of Sect. 5.4 have to be kept in mind, showing an influence of the FTIR sampling on the trend results. The period considered here is 2000 to 2009 and the...
Concerning SOCOL, it must be remembered that the model time series end in 2004 so that the trends are only determined from a five-year period. Therefore, the trends should not be interpreted quantitatively, but they might qualitatively reproduce the measured signal.

6.1 HCl

In the Northern Hemisphere mid and high latitudes, all models except SOCOL underestimate the decrease of HCl, while in the Southern Hemisphere, they tend to overestimate it (Fig. 12, Table 4). This is mostly due to the FTIR trends indicating a stronger decrease in the Northern Hemisphere than in the Southern Hemisphere and most models not showing a difference between the hemispheres at all. The only model simulating slightly different trends is KASIMA, but its signal is opposite to the FTIR one with relatively stronger negative trends at the Southern Hemisphere sites. SOCOL overestimates the decreasing trend in the mid and high latitudes in both hemispheres but underestimates it at some sites in the Northern Hemisphere tropics. The tendency towards a relatively weaker decrease in the lower latitudes than everywhere else can also be found in KASIMA and SLIMCAT and corresponds to the results from the measurements. EMAC shows the opposite signal and the 2-D model none.

6.2 ClONO$_2$

The ClONO$_2$ trends of models and measurements do not agree as well as the HCl results and also show stronger latitudinal dependencies (Fig. 12, Table 5). In the Northern Hemisphere, all models except SOCOL underestimate the relative decrease seen in the FTIR measurements, as for HCl. The FTIR trends are stronger in polar and low latitudes than in the midlatitudes. An increasingly negative trend towards the north pole can also be seen in all models apart from the 2-D model. One should keep in mind that the measured Eureka ClONO$_2$ trends might be influenced by the bias between the two different line lists used, which is described in Sect. 2.1. In the Southern Hemisphere, for Wollongong the models underestimate the decrease seen in the measurements, while above Lauder, the FTIR trend is weaker than the models simulate. The measured ClONO$_2$ trend is positive above Arrival Heights and becomes increasingly negative towards lower latitudes. The EMAC results behave qualitatively similar there, while the other models show no clear signal.

6.3 HF

Of the three models which actually simulate HF, the 2-D model shows the weakest increase, which does not vary strongly with latitude (Fig. 12, Table 6). KASIMA and SLIMCAT agree well on a positive trend at all sites, with the highest values in the Northern Hemisphere low latitudes, at Mauna Loa and Izaña. In the Southern Hemisphere, none of the models shows a distinct latitudinal dependency, while the FTIR results suggest that the increase weakens towards...
the pole. At the Northern Hemisphere sites, the measurements show a much weaker increase of HF than KASIMA and SLIMCAT, at some sites even a decrease.

7 Discussion

Total column abundances of HCl, ClONO$_2$, and HF were determined from FTIR measurements at 17 sites between 80.05° N and 77.82° S and compared to the calculations of five different models with focus on the time period 2000–2009. Different aspects should be considered and discussed before the trends calculated from the FTIR measurements and model data for this study are interpreted and compared.

The offset in the absolute values between models and measurements seen in Sect. 4 is assumed to be constant in time and sufficiently small so that it does not strongly influence the trend result.

In contrast, the FTIR trends depend on whether or not a Fourier series is incorporated in the fitting function to account for the seasonal cycle, although the different results mostly agree within their errors (Sect. 5.2). Because the seasonal cycle of the investigated gases is very pronounced, especially in polar regions, and the time series considered are not very long, the trends calculated without including the Fourier series depend on the start and end time of year.

When the FTIR data are restricted to a period with less variability, in this case summer and autumn (corresponding to June to November in the Northern and December to May in the Southern Hemisphere), the error bars are quite large so that an agreement with the trends from the complete time series is found at most of the sites (Sect. 5.2). One reason

Table 4. HCl trend in % per year between 2000 and 2009, calculated by fitting a linear function combined with a first (sites poleward of 70°) or third order Fourier series to the data. The error bars were determined with the bootstrap method.

<table>
<thead>
<tr>
<th>Measurement site</th>
<th>FTIR</th>
<th>KASIMA</th>
<th>SLIMCAT</th>
<th>2-D model</th>
<th>EMAC</th>
<th>SOCOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eureka</td>
<td>−0.87 ± 0.42</td>
<td>−0.63 ± 0.09</td>
<td>−0.64 ± 0.15</td>
<td>−0.84 ± 0.03</td>
<td>−0.95 ± 0.12</td>
<td>−1.86 ± 0.82</td>
</tr>
<tr>
<td>Ny Ålesund</td>
<td>−0.81 ± 0.23</td>
<td>−0.50 ± 0.10</td>
<td>−0.46 ± 0.15</td>
<td>−0.84 ± 0.03</td>
<td>−1.08 ± 0.12</td>
<td>−1.41 ± 0.96</td>
</tr>
<tr>
<td>Thule</td>
<td>−1.21 ± 0.31</td>
<td>−0.61 ± 0.09</td>
<td>−0.53 ± 0.15</td>
<td>−0.84 ± 0.03</td>
<td>−0.94 ± 0.12</td>
<td>−1.61 ± 0.85</td>
</tr>
<tr>
<td>Kiruna</td>
<td>−1.05 ± 0.36</td>
<td>−0.41 ± 0.10</td>
<td>−0.42 ± 0.16</td>
<td>−0.83 ± 0.02</td>
<td>−0.96 ± 0.12</td>
<td>−1.62 ± 0.86</td>
</tr>
<tr>
<td>Poker Flat</td>
<td>−1.56 ± 0.64</td>
<td>−0.46 ± 0.09</td>
<td>−0.63 ± 0.11</td>
<td>−0.83 ± 0.02</td>
<td>−0.90 ± 0.09</td>
<td>−1.87 ± 0.60</td>
</tr>
<tr>
<td>Harestua</td>
<td>−0.44 ± 0.40</td>
<td>−0.43 ± 0.10</td>
<td>−0.59 ± 0.15</td>
<td>−0.83 ± 0.03</td>
<td>−0.90 ± 0.10</td>
<td>−1.65 ± 0.73</td>
</tr>
<tr>
<td>Zugspitze</td>
<td>−0.63 ± 0.19</td>
<td>−0.34 ± 0.08</td>
<td>−0.61 ± 0.13</td>
<td>−0.85 ± 0.02</td>
<td>−0.91 ± 0.09</td>
<td>−1.87 ± 0.56</td>
</tr>
<tr>
<td>Jungfraujoch</td>
<td>−0.98 ± 0.16</td>
<td>−0.34 ± 0.07</td>
<td>−0.64 ± 0.12</td>
<td>−0.86 ± 0.02</td>
<td>−0.93 ± 0.09</td>
<td>−1.80 ± 0.56</td>
</tr>
<tr>
<td>Toronto</td>
<td>−1.22 ± 0.37</td>
<td>−0.22 ± 0.11</td>
<td>−0.34 ± 0.19</td>
<td>−0.80 ± 0.02</td>
<td>−1.08 ± 0.15</td>
<td>−0.03 ± 1.44</td>
</tr>
<tr>
<td>Tsukuba</td>
<td>−1.00 ± 0.25</td>
<td>−0.48 ± 0.07</td>
<td>−0.73 ± 0.16</td>
<td>−0.89 ± 0.02</td>
<td>−0.93 ± 0.10</td>
<td>−0.30 ± 0.56</td>
</tr>
<tr>
<td>Kitt Peak</td>
<td>−1.03 ± 0.53</td>
<td>−0.42 ± 0.06</td>
<td>−0.62 ± 0.12</td>
<td>−0.90 ± 0.03</td>
<td>−0.95 ± 0.09</td>
<td>−1.75 ± 0.38</td>
</tr>
<tr>
<td>Izaña</td>
<td>−0.66 ± 0.15</td>
<td>−0.37 ± 0.06</td>
<td>−0.53 ± 0.12</td>
<td>−0.91 ± 0.04</td>
<td>−0.87 ± 0.08</td>
<td>−1.48 ± 0.39</td>
</tr>
<tr>
<td>Mauna Loa</td>
<td>−0.39 ± 0.19</td>
<td>−0.03 ± 0.05</td>
<td>−0.35 ± 0.11</td>
<td>−0.90 ± 0.03</td>
<td>−1.22 ± 0.06</td>
<td>0.18 ± 0.72</td>
</tr>
<tr>
<td>Wollongong</td>
<td>−0.55 ± 0.16</td>
<td>−0.95 ± 0.05</td>
<td>−0.74 ± 0.13</td>
<td>−0.87 ± 0.02</td>
<td>−0.96 ± 0.09</td>
<td>−1.26 ± 0.50</td>
</tr>
<tr>
<td>Launder</td>
<td>−0.60 ± 0.21</td>
<td>−0.96 ± 0.07</td>
<td>−0.79 ± 0.12</td>
<td>−0.85 ± 0.02</td>
<td>−0.97 ± 0.09</td>
<td>−1.78 ± 0.67</td>
</tr>
<tr>
<td>Arrival Heights</td>
<td>−0.36 ± 0.67</td>
<td>−1.09 ± 0.08</td>
<td>−0.74 ± 0.13</td>
<td>−0.97 ± 0.15</td>
<td>−0.87 ± 0.09</td>
<td>−1.32 ± 1.26</td>
</tr>
</tbody>
</table>

Table 5. ClONO$_2$ trend in % per year between 2000 and 2009, calculated by fitting a linear function combined with a first (sites poleward of 70°) or third order Fourier series to the data. The error bars were determined with the bootstrap method.

<table>
<thead>
<tr>
<th>Measurement site</th>
<th>FTIR</th>
<th>KASIMA</th>
<th>SLIMCAT</th>
<th>2-D model</th>
<th>EMAC</th>
<th>SOCOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eureka</td>
<td>−4.56 ± 0.78</td>
<td>−1.18 ± 0.19</td>
<td>−0.83 ± 0.25</td>
<td>−1.21 ± 0.10</td>
<td>−1.75 ± 0.16</td>
<td>−3.37 ± 2.87</td>
</tr>
<tr>
<td>Ny Ålesund</td>
<td>6.79 ± 5.01</td>
<td>−1.03 ± 0.20</td>
<td>−0.62 ± 0.26</td>
<td>−1.20 ± 0.08</td>
<td>−1.59 ± 0.17</td>
<td>−1.84 ± 3.07</td>
</tr>
<tr>
<td>Thule</td>
<td>−3.58 ± 1.04</td>
<td>−1.28 ± 0.18</td>
<td>−0.94 ± 0.25</td>
<td>−1.20 ± 0.07</td>
<td>−1.77 ± 0.16</td>
<td>−3.37 ± 2.46</td>
</tr>
<tr>
<td>Kiruna</td>
<td>−1.45 ± 0.95</td>
<td>−0.91 ± 0.16</td>
<td>−0.71 ± 0.24</td>
<td>−1.19 ± 0.04</td>
<td>−1.05 ± 0.17</td>
<td>−1.62 ± 2.36</td>
</tr>
<tr>
<td>Harestua</td>
<td>−0.07 ± 0.52</td>
<td>−1.05 ± 0.14</td>
<td>−0.80 ± 0.21</td>
<td>−1.21 ± 0.03</td>
<td>−1.01 ± 0.16</td>
<td>−2.73 ± 1.58</td>
</tr>
<tr>
<td>Zugspitze</td>
<td>−1.37 ± 0.52</td>
<td>−0.90 ± 0.12</td>
<td>−0.02 ± 0.24</td>
<td>−1.24 ± 0.05</td>
<td>−1.16 ± 0.15</td>
<td>−3.42 ± 0.62</td>
</tr>
<tr>
<td>Jungfraujoch</td>
<td>−1.44 ± 0.33</td>
<td>−0.90 ± 0.12</td>
<td>−0.06 ± 0.22</td>
<td>−1.25 ± 0.05</td>
<td>−1.16 ± 0.15</td>
<td>−3.30 ± 0.61</td>
</tr>
<tr>
<td>Kitt Peak</td>
<td>−2.53 ± 1.16</td>
<td>−0.86 ± 0.08</td>
<td>−0.21 ± 0.18</td>
<td>−1.31 ± 0.05</td>
<td>−1.14 ± 0.12</td>
<td>−2.89 ± 0.67</td>
</tr>
<tr>
<td>Izaña</td>
<td>−2.86 ± 0.67</td>
<td>−0.72 ± 0.10</td>
<td>0.19 ± 0.16</td>
<td>−1.33 ± 0.08</td>
<td>−1.14 ± 0.10</td>
<td>−2.14 ± 0.66</td>
</tr>
<tr>
<td>Wollongong</td>
<td>−2.18 ± 0.60</td>
<td>−1.47 ± 0.07</td>
<td>−0.96 ± 0.16</td>
<td>−1.25 ± 0.04</td>
<td>−1.54 ± 0.11</td>
<td>−1.46 ± 0.92</td>
</tr>
<tr>
<td>Launder</td>
<td>−0.35 ± 0.46</td>
<td>−1.61 ± 0.09</td>
<td>−0.59 ± 0.20</td>
<td>−1.22 ± 0.05</td>
<td>−1.18 ± 0.16</td>
<td>−2.21 ± 0.74</td>
</tr>
<tr>
<td>Arrival Heights</td>
<td>0.99 ± 0.76</td>
<td>−1.65 ± 0.20</td>
<td>−1.11 ± 0.26</td>
<td>−0.84 ± 0.82</td>
<td>−0.52 ± 0.23</td>
<td>−1.54 ± 3.71</td>
</tr>
</tbody>
</table>
for the large error bars is probably that there is still some variability left in the summer data. Furthermore, some of the time series contain only few data points during this time of year probably due to the weather conditions and because at some sites, the measurements have been performed on a campaign basis.

All FTIR sites taking part in this study except La Réunion and Toronto started operation before the year 2000. This is why for the more thorough investigation, the time period 2000 to 2009 was chosen so that nearly all measurement time series have the same length. Of course, the error bars for the longer period between 1996 and 2009 are usually smaller when compared for the sites where operation was started before or in 1996 (Sect. 5.3). The trends calculated for the six-year period 2004 to 2009 are probably not significant in terms of Weatherhead et al. (1998). As discussed by Weatherhead et al. (1998), the length of a time series necessary to determine a certain trend depends on the magnitude of the expected trend, the standard deviation, and the autocorrelation of the time series. The trends expected here are quite small and the standard deviations quite large, especially in polar regions, where the Fourier series does not fully capture the amplitude of the seasonal cycle, especially for ClONO$_2$. The autocorrelation is not easy to determine because the time series are not continuous.

Still, when comparing the trends from models and measurements, it must be considered that the time ranges do not always agree exactly, especially for Poker Flat whose measurement series ends in 2004, and for Toronto where the trends from 2002–2009 are compared with those for 2000–2009 from the other sites. Concerning the models, the time series from SOCOL ends in 2004, and the one from the 2-D model in 2008 for all species at all sites. Moreover, in contrast to the model output, the sampling of the FTIR data is not regular because the instrument needs clear sky conditions and the sun above the horizon so that it cannot measure in cloudy weather and during polar night.

The trends determined for HCl and ClONO$_2$ (roughly around $-1$ to $-2\%$ yr$^{-1}$) agree very well with those presented by the WMO (2011) for the stratospheric inorganic halogen abundance (EESC = Equivalent Effective Stratospheric Chlorine) estimated from tropospheric measurements of ozone-depleting substances. This EESC was calculated from the chlorine- and bromine-containing source gases by accounting for the transport time to the stratosphere and considering the dependency of the fractional release values on the mean age-of-air (Newman et al., 2007). A decrease of midlatitude EESC of $11\%$ between the peak in 1997 and 2008 is reported by the WMO (2011) corresponding to a trend of about $-1\%$ yr$^{-1}$. The peak in the Antarctic polar vortex occurred later, in 2002. Until 2008, the EESC abundance decreased by about $5\%$ there (WMO, 2011) which corresponds to a trend of about $-0.8\%$ yr$^{-1}$. This slightly weaker decrease in the southern high latitudes cannot be seen clearly in the FTIR measurements analysed and presented here. Two models (EMAC and the 2-D model) show this tendency towards weaker ClONO$_2$ and EMAC also towards weaker HCl trends when approaching the south pole for the 2000–2009 trends (Sect. 6).

The present study is also able to confirm the results of many other preceding investigations on stratospheric inorganic chlorine and fluorine measurements. The stabilisation of the stratospheric HCl content at the end of the 1990s described in Sect. 4.1 was already seen for example by Considine et al. (1999), Rinsland et al. (2003), and Newchurch et al. (2003). Also the subsequent negative trend in the
stratospheric chlorine abundance was reported before by other studies. For example, Lary et al. (2007) found a decrease towards the end of their study in which they analysed a stratospheric Cl\textsubscript{2} time series between 1991 and 2006 that was created from a combination of many different (mainly satellite) measurements. For HCl, a trend was estimated from measurements made by the MLS (Microwave Limb Sounder) instrument aboard the Aura satellite between 50 and 65 km height and 60° S and 60° N by Froidevaux et al. (2006). They reported a decrease in the volume mixing ratio of (-0.78±0.08)% yr\textsuperscript{-1} between August 2004 and January 2006. This value also agrees very well with those found in the present study. A similar result for HCl was published by Jones et al. (2011) who combined HALOE (Halogen Occultation Experiment) data with ACE-FTS (Atmospheric Chemistry Experiment Fourier Transform Spectrometer) results between 35 and 45 km to form a time series of HCl from 1993 to 2008. They found a significantly negative trend of about -5.1 % decade\textsuperscript{-1} to -5.8 % decade\textsuperscript{-1} for the time period 1997–2008, depending on latitude. Measurements with the McMath-Pierce solar telescope on Kitt Peak (Arizona, US) showed a slightly larger decrease of the HCl total column abundance of (-1.8±0.4)% yr\textsuperscript{-1} between 1997 and 2007 (Wallace and Livingston, 2007). Concerning the HF total column abundance, a strong increase of (10.9±1.1)% yr\textsuperscript{-1} above Kitt Peak between 1977 and 1990 was reported by Rinsland et al. (1991). It weakened during the 1990s so that the trend for the period 1977–2001 amounted to (4.30±0.15)% yr\textsuperscript{-1} only (Rinsland et al., 2002). A leveling-off could be seen by Zander et al. (2008) above Jungfraujoch around 2003–2004. This agrees very well with the results of the present study at some of the northern hemisphere sites, where the HF trends are much weaker for the period 2000–2009 than for 2000–2009 and 1996–2009, or even negative (Sect. 5.3).

Part of the discrepancy between the modelled trends can be explained by the different halocarbon scenarios used in the simulations. Considering a time shift of a few years due to the transport of CCl\textsubscript{3} and CF\textsubscript{3} from the surface to the stratosphere, the weakest chlorine decrease in 2000–2009 would be expected from the WMO (2007) Ref 2 scenario used by KASIMA and the 2-D model (Fig. 1). KASIMA indeed at most sites shows the weakest decrease in HCl and ClONO\textsubscript{2}, along with SLIMCAT (Fig. 12 and Tables 4 and 5). In contrast, the 2-D model shows a stronger decrease than expected from the scenario. Above most of the measurement sites, also EMAC and SOCOL show stronger HCl and ClONO\textsubscript{2} decreases than expected from the surface halocarbon scenarios they used. For HF, the 2-D model calculated much weaker increases than KASIMA and SLIMCAT did (Fig. 12 and Tab. 6). This cannot be explained by the different scenarios because as already mentioned, KASIMA and the 2-D model used the same one. A possible reason for a part of this discrepancy in the HF trends is the fact that the 2-D model does not treat all halogen-containing species explic-licitly (please see Sect. 3.1). Instead, the mixing ratios of some are added proportionately to those of others with similar lifetimes by considering the number of chlorine atoms. But this means that for some gases, the contained amount of fluorine is not represented correctly so that very roughly about 50 pptv are missing in the surface CF\textsubscript{3} mixing ratio. As the missing amount of CF\textsubscript{3} increases with time, the trend of the HF total column abundance is expected to be slightly too small in the 2-D model.

The trends of HCl, ClONO\textsubscript{2}, and HF between 2000 and 2009 have been examined with respect to differences between the hemispheres (Sect. 6). The FTIR measurements suggest a stronger decrease of HCl and ClONO\textsubscript{2} in the Northern Hemisphere than in the Southern Hemisphere, while the models, except KASIMA, do not show a hemispheric dependency. However, the KASIMA signal is inverse to the FTIR one: the relative decrease is stronger in the Southern Hemisphere. According to the measurements, the HF total column abundances in the Southern Hemisphere still increase while the sites in the Northern Hemisphere show a more differentiated picture. There are some with positive trends as well, especially in the low latitudes, but also some without a significant trend. In the high latitudes, there are two sites showing a negative trend. This tendency towards a HF stabilisation or even decrease in the Northern Hemisphere in the last few years is also visible in other FTIR time series for the later and shorter period 2004–2009 (Sect. 5.3). In contrast, the models show a more or less strong increase of HF at all locations without a discernible difference between the hemispheres.

At some sites, the trends of HCl and ClONO\textsubscript{2} show significant discrepancies in magnitude (Sect. 6). This was already described by Kohlhepp et al. (2011) for Kiruna and in the SPARC CCMVal (2010) report for the Jungfraujoch. In Kiruna, the trends between 1996 and 2009 of these two gases differ by about a factor of four both for the FTIR measurements and the KASIMA model calculations (Kohlhepp et al., 2011). When extending this investigation for Kiruna by the other 16 sites and four models in the present study, a latitudinal dependency of the difference can be found in the FTIR measurements in the Northern Hemisphere. In the low and high latitudes, ClONO\textsubscript{2} decreases much faster than HCl, while in the midlatitudes, it decreases only slightly faster. Concerning the difference between high and midlatitudes, EMAC and SOCOL and to a certain degree also SLIMCAT show a similar signal, while the other models do not show a distinct latitudinal dependency but a slightly stronger decrease of ClONO\textsubscript{2} at all sites.

8 Conclusions
There is an overall agreement between the models and measurements in a decrease of HCl and ClONO\textsubscript{2} during the period 2000–2009, as is expected from the ban or restrictions
on the production of the anthropogenic chlorine source gases (e.g. CFCs and HCFCs) in the Montreal Protocol and its amendments and adjustments. Because fluorine emission is not explicitly restricted, the HF total column abundances are expected to be still increasing, which can be seen especially in the model simulations. The measurements also confirm this, but suggest a stabilisation of HF in the last few years, at least in the Northern Hemisphere.

The models tend to underestimate the decrease seen in the HCl and ClONO$_2$ measurements in the Northern Hemisphere and to overestimate it in the Southern Hemisphere. Analogously, they tend to overestimate the increase of HF in the Northern Hemisphere. The FTIR trend results depend both on hemisphere and on latitude, while the models do not show distinct differences between the hemispheres, but most of them simulate a dependency on latitude.

**Supplementary material related to this article is available online at:** http://www.atmos-chem-phys.net/12/3527/2012/aacp-12-3527-2012-supplement.pdf.
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