Solar Illumination Control of the Polar Wind
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Abstract  Polar wind outflow is an important process through which the ionosphere supplies plasma to the magnetosphere. The main source of energy driving the polar wind is solar illumination of the ionosphere. As a result, many studies have found a relation between polar wind flux densities and solar EUV intensity, but less is known about their relation to the solar zenith angle at the ionospheric origin, certainly at higher altitudes. The low energy of the outflowing particles and spacecraft charging means it is very difficult to measure the polar wind at high altitudes. We take advantage of an alternative method that allows estimations of the polar wind flux densities far in the lobes. We analyze measurements made by the Cluster spacecraft at altitudes from 4 up to 20 \( R_E \). We observe a strong dependence on the solar zenith angle in the ion flux density and see that both the ion velocity and density exhibit a solar zenith angle dependence as well. We also find a seasonal variation of the flux density.

1. Introduction

The polar ionosphere is a special region because it is connected magnetically to the magnetic field in the solar wind. On the closed magnetic field lines that thread the lower latitude ionosphere a near-hydrostatic equilibrium is established in the trapped plasma of the plasmasphere, but on the open magnetic field lines of the polar ionosphere this is not possible, and ions keep flowing out (Dessler & Michel, 1966; Nishida, 1966). The term polar wind was coined by Axford (1968), in analogy to the solar wind. Being less heavy, the ionospheric electrons can escape more easily than the ions so that an ambipolar electric field parallel to the magnetic field lines is set up to maintain quasi-neutrality, accelerating the ions upward (Dessler & Cloutier, 1969; Lemaire & Scherer, 1969, 1970).

This ambipolar electric field is weak but nonetheless manages to cause a significant amount of ions to escape. Its flux (please see the note on our use of the terms “flux” and “flux density” in the beginning of section 2) is estimated at \( 10^{25} \) to \( 10^{26} \) s\(^{-1}\) (André et al., 2015; Cully et al., 2003; Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009; Engwall, Eriksson, Cully, André, Torbert, et al., 2009; Huddleston et al., 2005; Nagai et al., 1984). As a consequence, the magnetospheric lobes are filled by this steady flow of low-energy ions (André & Cully, 2012; Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009). Ions flowing on these open magnetic field lines can escape into interplanetary space, and thus, the polar wind acts as a sink for ionospheric and magnetospheric plasma. Not all ions flowing out through the lobes manage to escape the magnetosphere, however, since convection transports them perpendicularly to the magnetic field lines so that ions with too low parallel velocities compared to the convection velocity will end up in the plasma sheet (e.g., Ebihara et al., 2006). Haaland et al. (2012) estimated that on average only 10% of the ions flowing through the lobes manage to escape into the solar wind directly.

Not only polar wind ions flow in the lobes but also ions energized in the cusp pass through the lobes. Compared to the rest of the magnetic polar cap, there is a large energy input into the cusp in the form of Poynting flux and particle precipitation (Moore & Khazanov, 2010; Nilsson et al., 2012; Strangeway et al., 2005). Therefore, despite its small spatial extent, the cusp is a significant source of ion outflows, which have been estimated to be of the order of \( 10^{25} \) s\(^{-1}\) (Nilsson et al., 2012; Pollock et al., 1990; Yau & André, 1997). Ions flowing out from the cusp can be convected over the polar cap into the lobes and mix with the polar wind, so that it can be difficult to differentiate between “classical” polar wind ions and cusp ions.
Solar illumination is the main source of energy driving the polar wind. Consequently, several studies have found that the flux density in the lobes increases when the solar extreme ultraviolet (EUV) radiation (parametrized by $F_{10.7}$) intensifies (André et al., 2015; Cully et al., 2003; Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009). The solar illumination received by the ionosphere does not only vary with the intensity of the solar EUV radiation but also with the elevation of the Sun, which can be parametrized by the solar zenith angle (SZA). This has received less attention in observational polar wind studies, however. Su, Horwitz, Moore, et al. (1998) observed a sharp drop of the densities from SZA of 90° to 105°. Abe et al. (1993, 2004) also found the polar wind velocity to go down as the SZA goes up. Models of the polar wind that include hot photoelectrons predict similar behavior (e.g., Glocer et al., 2012; Su, Horwitz, Wilson, et al., 1998). In a study of outflowing ions above small-scale polar cap arcs, Maes et al. (2015) reported a strong drop of flux densities around SZA of ~ 100° and argued that these flux densities should be similar to polar wind flux densities. Note that the flux densities in the lobes have also been found to be affected by geomagnetic activity (see, e.g., André et al., 2015; Cully et al., 2003; Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009; Haaland et al., 2015; Yau et al., 1988).

The solar zenith angle dependence of the electron density above the polar cap has also been studied. Johnson and Wygant (2003), Nsue et al. (2008), and Kitamura et al. (2011) all found that at lower altitudes (roughly below 2 $R_E$) the electron density strongly depends on the SZA. The former two, however, found that at altitudes above 4 $R_E$ there was no discernible SZA effect, and geomagnetic activity (parametrized by the $Kp$ index) was the determining factor.

Most measurements of the polar wind have been done at altitudes not much higher than ~10,000 km, because at higher altitudes the low-energy ions of the polar wind become increasingly difficult to measure. A spacecraft traveling through space is exposed to EUV radiation that knocks electrons away from its surface. If the density of the ambient plasma is not high enough to compensate for this flux of electrons away from the spacecraft, like at high altitudes in the lobes, the spacecraft will acquire a positive charge. In the lobes this spacecraft potential can go up to several tens of volts. Since polar wind ions typically have energies only of the order of a few eV, they cannot overcome the spacecraft potential and do not reach the detectors. For this reason they are often referred to in literature as “cold ions.” The instruments on the Polar spacecraft managed to make measurements of the polar wind at altitudes of 8 $R_E$ using a system actively reducing the spacecraft potential down to 1 or 2 V (Moore et al., 1997; Su, Horwitz, Moore, et al., 1998). This type of potential control, however, can only be used for a limited amount of time, and the ions with energy below the reduced spacecraft potential are still missed.

An alternative approach was used by Engwall et al. (2006). By exploiting the spacecraft potential to find the plasma density (Pedersen et al., 2001) and the charged wake created behind the spacecraft (Eriksson et al., 2006) to estimate the ion bulk velocity, they managed to measure the polar wind flux densities. This method requires a specific set of electric field experiments, as is present on the Cluster spacecraft (Escoubet et al., 1997), and has resulted in several investigations of the polar wind in the magnetospheric lobes and polar cap region (see Haaland et al., 2016, for an overview). This is also the method used by André et al. (2015) to compile the data set used in this study. It will be explained in some detail in the next section. It has the advantage that it can measure polar wind fluxes with low energies at high altitudes, theoretically without a lower limit on the energy. It can also be used over extended periods of time and is thus suitable for statistical studies. A downside of the method is that it requires the presence of a wake behind the spacecraft caused by the supersonic flow of cold ions, which is not always the case.

The goal of this paper is to assess the effect of the solar zenith angle of the ionospheric origin on the polar wind flux density at high altitudes. In what follows we will first introduce the experimental methods and discuss the data characteristics in section 2. In section 3 we report the results, and we will discuss them and their implications in section 4.

## 2. Data and Method

The main quantity we want to study is the flux density. This is the product of the ion density and the ion bulk velocity, which can be found for cold ions with the two alternative methods explained in sections 2.1 and 2.2, respectively. Please note that the terms “flux” and “flux density” may be used with a different meaning in other texts. We use the term flux for a quantity integrated over an area and flux density for the differential quantity.
Then the dimensions of a particle flux become \( [T]^{-1} \) and of flux density \( [L]^{-2}[T]^{-1} \). This has the advantage of being consistent with the terminology of electromagnetism as well as with current and current density.

In order to be able to compare flux densities from different altitudes, we normalize them to a reference altitude of 200 km, by dividing them by the ratio of the magnetic field strength measured by the spacecraft over magnetic field strength at 200 km altitude. Note that this choice of reference altitude is arbitrary and different from many other studies which may normalize to different altitudes (often higher), and this should be taken into account when comparing the flux densities with those from other studies.

The Cluster mission consists of four spacecraft launched into a \( 4 \times 19 \) Re polar orbit in July and August 2000 (Escoubet et al., 1997). Among the set of instruments on board of each spacecraft are two electric field experiments that use different principles, and it is this specific combination that allows this method to find the ion bulk velocity. The Electric Field and Wave (EFW) instrument utilizes two probes mounted on long wire booms (Gustafsson et al., 1997) with a probe-to-probe distance of 88 m. This instrument therefore measures the electric field on a scale of the order of the length of the booms. The Electron Drift Instrument (EDI) emits and recaptures a beam of electrons and acquires the electric field from the drift of the gyration center of the electrons in the beam (Paschmann et al., 1997). Since the energy of the emitted electrons is 0.5 or 1 keV, their gyroradius in the lobes is of the order of a few kilometers, and thus, this method will not be affected by electric field variations at smaller scales.

### 2.1. Plasma density: Spacecraft Potential

If the density of the plasma surrounding a spacecraft is not high enough to compensate the current to the spacecraft carried by the photoelectrons emitted from its surface, the spacecraft will acquire a positive charge. This prevents ions with too low energy to overcome the resulting spacecraft potential to reach the onboard instruments. The magnitude of the spacecraft potential depends on the solar irradiance, spacecraft properties (like shape, surface material, and area), and the plasma density. With due calibration, the spacecraft potential can therefore be used to determine the plasma density (Lybekk et al., 2012; Pedersen et al., 2001, 2008).

Typically, the density \( n \) can be written as an exponential function (or superposition thereof) of the spacecraft potential \( V_{sc} \). For this dataset the relation

\[
 n(t, V_{sc}) = \phi(t) A e^{-\frac{V_{sc}}{B}}
\]

is used. This is the relation given by Lybekk et al. (2012) but additionally multiplied with a normalization function \( \phi(t) \) to account for daily variations in the irradiance. \( \phi(t) \) is given by the value of \( F_{10.7} \) at time \( t \) divided by the average \( F_{10.7} \) of the year of \( t \), that is, \( \phi(t) = \frac{F_{10.7}(t)}{\langle F_{10.7} \rangle_{year}} \). The parameters \( A \) and \( B \) are given for specific ranges of \( V_{sc} \) and years. They can be found in Lybekk et al. (2012).

This method determines the electron density, which, by assumption of quasi-neutrality and singly charged ions (which holds for ions of ionospheric origin), is equal to the total ion density. This method cannot distinguish between different ion species.

### 2.2. Ion Bulk Velocity: Wake Electric Field

The polar wind, at a certain altitude, reaches supersonic speeds (Nagai et al., 1984), and an object moving through a medium at supersonic speeds creates a wake behind it. In a plasma, electrons can more easily enter this wake than ions because of the electrons’ typically higher thermal speed. This charge separation sets up an electric field. When a spacecraft is charged, the wake forms behind the electrostatic structure surrounding the spacecraft and is typically much larger than the spacecraft dimension (Eriksson et al., 2006). This enhanced wake occurs when the kinetic energy associated with bulk flow of the ions is smaller than the energy needed to overcome the spacecraft potential, but larger than the ions’ thermal energy, that is, when

\[
kT_i < \frac{m_i v_i^2}{2} < eV_{sc},
\]

where \( T_i \), \( m_i \), and \( v_i \) are the ion temperature, mass, and bulk flow, respectively, and \( V_{sc} \) is the spacecraft potential, and \( k \) is the Boltzmann constant.

EDI is unaffected by the small-scale electric field due to the wake behind the spacecraft, and thus, the electric field measured by it is the ambient convection electric field. The electric field measured by the EFW experiment, on the other hand, is a superposition of the large-scale convection electric field and the wake electric field. Therefore, the wake electric field can be found from their difference: \( \mathbf{E}^w = \mathbf{E}^{EFW} - \mathbf{E}^{EDI} \). Assuming the
ions are unmagnetized on the scale of the wake, the electric field $\mathbf{E}^w$ is in the direction of the plasma flow $\mathbf{v}$ and may be written as

$$\mathbf{E}^w = g\mathbf{v} = g\mathbf{v}_\perp + g\mathbf{v}_\parallel \frac{\mathbf{B}}{B^2}. \quad (3)$$

where $g$ is some scalar function which may depend on the plasma properties or the plasma flow speed $\mathbf{v}$ but is independent of the flow direction (Engwall et al., 2006; Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009). If the frozen-in condition applies, the perpendicular component of the flow velocity should be the convection velocity and can thus be found from the electric field measured by EDI: $\mathbf{v}_\perp = \mathbf{E}_\text{EDI} \times \mathbf{B} / B^2$.

EFW can only measure the electric field in the spin plane of the spacecraft; however, this is no problem as long as the projection of $\mathbf{E}^w$ onto the spin plane is not too small. Decomposing $\mathbf{E}^w$ into components $E^w_x$ and $E^w_y$ in the spin plane, an expression for $\mathbf{v}_\parallel$ is found by dividing equation (3) for one component by that for the other and rearranging:

$$\mathbf{v}_\parallel = \frac{E^w_x v^w_y - E^w_y v^w_x}{E^w_y B_x - E^w_x B_y} B. \quad (4)$$

Note that it is unnecessary to know the scalar function $g$. If there is a significant population of hot ions coexisting with the cold ions, this method does not work since the hot ions can enter the wake and thus cancel it out.

Note also that other studies using the same method multiply the density with a factor of 0.8 (assuming a fixed composition of 80% H$^+$ ions), and then only discuss H$^+$ ions, to compensate for the fact that heavier ions at the same velocity will have a higher energy and thus more likely violate the requirements of equation (2) (see Engwall, Eriksson, Cully, André, Puhl-Quinn, et al., 2009). However, as long as the ions’ energy satisfies equation (2), the method should work regardless of the composition. For this reason, as well as because in this study we are not interested in the absolute outflow but in its variation with SZA (and thus a constant factor for all densities is irrelevant and has no impact on our results or conclusions), we choose not to assume a particular composition and do not multiply the densities with 0.8.

2.3. Data
The data set used in this study is a subset of the one compiled by André et al. (2015). The original data set contains data from both Cluster 1 and Cluster 3. To select the data, several constraints were introduced to guarantee the quality of the data, which can be found in the appendix of André et al. (2015).

In the present study, however, we will only use data from Cluster 1, for reasons mentioned in Appendix A. This subset consists of more than 160,000 individual measurements in the magnetospheric lobes at altitudes between 4 and 20 $R_E$ over a period spanning from July 2001 until July 2009. Due to the orbit of Cluster measurements in the lobes could only be made during the months July to November. These measurements come from 282 passes, of which 142 in the northern lobe and 140 in the southern lobe. Within these passes, the majority of the measurements are 4 s apart, which is the spacecraft spin period, but there are also larger gaps up to several hours. Most of the passes have less than 1,000 measurements, but some have more, up to 5,680. The distribution of the number of measurements per pass is shown in Figure 1. There are no measurements in 2008 and only two passes (in the southern lobe) in 2009 (in July). The data set covers a large part of the solar cycle. As a result, there is a large range of EUV intensity, and the $F_{10.7}$ index ranges from 71.2 solar flux units (sfu) up to 285.5 sfu, with a median of 134.4 sfu.

2.4. Solar Zenith Angle
To find the solar zenith angle of the ionospheric origin of the ions, we use the Tsyganenko 89 model (Tsyganenko, 1989) to trace the magnetic field line from the spacecraft’s position down to the ionosphere, at an altitude of 200 km. It is important to note that this is no particle tracing; that is, all movement perpendicular to the magnetic field lines is neglected. Therefore, convection may be a cause of error on the determined solar zenith angle. We will discuss its possible effect on our results in section 4.2.

For ions flowing at the velocities as found in the data, the transport time from ionosphere to the position of the spacecraft may be on the order of an hour. We chose not to introduce any correction for this, since the correct
Figure 2. Flux density versus SZA. The bivariate distributions of the (normalized) flux density (on the y axis) and the SZA (on the x axis), for the (a) northern and (b) southern hemispheres. The black dotted line shows the average per equal amount of sorted data. (c) The averages on a linear scale.

determination of the transport time would require knowledge of the exact path, the altitude of acceleration, etc. These are all unknown or very difficult to establish, and thus, trying to correct for the transport time would significantly increase the complexity of the data and its assumptions for little to no increase in precision.

We checked the results using several methods for estimating the transport time (including using velocity and distance and constant transport time), and the overall conclusions do not change. Moreover, the error due to the neglect of the perpendicular motion is most likely much larger.

We also divide the data according to hemisphere. Because of the constant motion of the magnetotail, the northern and southern hemispheric lobes cannot be found by simply looking at the \( z_{GSM} \) coordinate. Therefore, the hemisphere to which the measurements belong is determined by the projection of the magnetic field onto the spacecraft position vector: north if this is negative, south if it is positive.

3. Results

Figures 2a and 2b show the bivariate distributions of the normalized flux densities (on the y axis) and solar zenith angle (on the x axis), for the northern and southern hemispheres, respectively. The color scale shows the number of measurements in each bin. The black line is the average of groups of equal number of data points sorted according to SZA. In Figure 2c these averages are shown again, but on a linear scale, in blue and red for the northern and southern hemispheres, respectively, and black for both hemispheres combined. A downgoing trend, from low to high SZA, can clearly be seen. The average flux density in both hemispheres in Figure 2c decreases by a factor of more than 3 from small to large SZA, going from \( 4.2 \times 10^{12} \text{ s}^{-1} \text{ m}^{-2} \) to \( 1.2 \times 10^{12} \text{ s}^{-1} \text{ m}^{-2} \).

In order to check the statistical significance of the variation of the flux density over the SZA, we divide the data into two groups according to their SZA, more specifically, a group with SZA smaller than 100° and a group with SZA larger than 100°. We choose this value, because, due to the transparency of the atmosphere, the terminator at ionospheric altitude will be at SZA larger than 90°, and 100° falls in the ranges found for the
transition region in several studies (Glocer et al., 2012; Maes et al., 2015; Su, Horwitz, Wilson, et al., 1998; Su, Horwitz, Moore, et al., 1998). In order to have independent values, we use the averages per 160 s, as explained in Appendix A. The distributions of the flux densities of both groups can be seen in Figure 3. They are close to a lognormal distribution. The statistical significance of the difference between the averages of both distributions is high. When performing a Mann-Whitney-Wilcoxon test (Cooper, 1969), even with the reduced data set, the probability that both sets come from the same distribution is smaller than $10^{-15}$.

Since the flux density is the product of the density and the velocity, it is interesting to see whether it is the density or the velocity that causes the dependency of the flux on the solar zenith angle. Therefore, the same type of bivariate histograms as for the flux are shown for the density (normalized to 200 km altitude using the magnetic field in the same way as done for the flux density) in Figure 4, and for the velocity in Figure 5. From this we see that both the density and the velocity depend on the solar zenith angle. Together they combine to the flux density, which has an even clearer dependency on the SZA.

The average normalized density for both hemispheres at the smallest SZA, $1.4 \times 10^8$ m$^{-3}$, is more than double that at the largest SZA, $7.0 \times 10^7$ m$^{-3}$. The velocity goes from 29 km s$^{-1}$ at small SZA down 17 km s$^{-1}$ at large SZA. This is a decrease with a factor of 1.7 (or a decrease with a factor of 2.9 in terms of the corresponding kinetic energy).

![Figure 3](image-url) Distribution of the (normalized) flux densities, split up according to SZA. The thinner blue and yellow lines give the logarithmic average of both distributions.

![Figure 4](image-url) Density versus SZA. The bivariate distributions of the (normalized) density (on the $y$ axis) and the SZA (on the $x$ axis), for the (a) northern and (b) southern hemispheres. The black dotted line shows the average per equal amount of sorted data. (c) The averages on a linear scale.
The magnetospheric lobes are magnetically connected to the magnetic polar caps. And since the magnetic polar cap rotates on a seasonal (and diurnal) basis, the SZA of the mapped spacecraft positions has a time dependency. Therefore, one might also expect a similar time dependency of the flux densities. Figure 6 shows the bivariate histograms of the flux densities and the time of year. This figure collects data covering more than 8 years. As mentioned in section 2, all the data come from the months July till November.

An overall trend going from low to high flux densities can be seen for the southern hemisphere in Figures 6b and 6c. This is as one would expect for a hemisphere going from its summer solstice to its winter solstice. For the northern hemisphere a downward trend can be seen to some extent, as expected for a hemisphere going from its summer solstice to its winter solstice, although there is a large peak in September.

For both hemispheres the seasonal trend is much less clear than for the SZA. This is to be expected, since the SZA does not depend solely on the day of year but also on the position in the polar cap and on the time of the day.

4. Discussion

Before we draw conclusions from these results, it is important to understand how biases or sampling issues in the data can affect the results shown in section 3. We discuss this in section 4.1 and continue with the interpretation of the results in section 4.2.

4.1. Effect of Statistical Issues

The unevenly distributed number of measurements per pass, as evidenced in Figure 1, causes some statistical difficulties. The plasma conditions during passes with much more measurements may be overrepresented if all single measurements are given equal weight. The effect one pass with many measurements can have on the statistics should not be underestimated. For example, in Figure 2b, the red or orange patch around 95° and $4 \times 10^{13}$ m$^{-2}$ s$^{-1}$ is completely caused by one pass at 21 October 2001 with 1744 measurements.
Figure 6. Flux density versus time. The bivariate distributions of the (normalized) flux density (on the $y$ axis) and the time of year (on the $x$ axis), for the (a) northern and (b) southern hemispheres. The black dotted line shows the average per equal amount of sorted data. (c) The averages on a linear scale.

Similarly, in Figure 2a, the red bump between 94° and 99° is almost completely caused by one pass at 23 September 2001 with 3815 measurements (of which $\sim 2900$ within the bump). To illustrate the effect passes like this can have on the averages, we show in Figure 7 the same averages as in Figure 2c, but without these two passes. Considering their relatively high velocity, it is not unlikely that the ions in these events are cusp outflow convected across the polar cap, rather than polar wind outflow.

This issue is even worse for the time variation, since a single pass may be spread over several SZA, but it will always be concentrated in a period of several hours. The large peak at September for the northern hemisphere is to a large extent (but not completely) caused by that same pass at 23 September 2001.

There is also an orbital bias such that there are more measurements in the later months (September–November) from the earlier years (2001–2003) and more measurements in the earlier months (July–August) from the later years (2005–2007). Since the solar cycle was around its maximum in 2001–2003, and close to its minimum during the years 2005–2007, there is also some bias in $F_{10.7}$. The data in the first half of the time range (in day of year), that is, before approximately 3 September, has an average $F_{10.7}$ that is 54 sfu lower than that in the second half in the northern hemisphere, and 42 sfu in the southern. Since $F_{10.7}$ has also been shown to affect the ion outflow, this may weaken the seasonal variation in the north and strengthen it in the south.

Since there is a correlation between the season and the solar zenith angle (although, oppositely for north and south), one might expect this bias in $F_{10.7}$ to propagate into the SZA. For the northern hemisphere, the average $F_{10.7}$ for the data with a SZA smaller than $\sim 94^\circ$, that is, the middle of the SZA range, is 19 sfu lower than the data with a larger SZA. For the southern hemisphere, the average $F_{10.7}$ for the smaller SZA group is 11 sfu higher. The bias is thus smaller for the SZA but may again weaken...
Figure 8. High and low \(F_{10.7}\). The average per equal amount of sorted data, split up according to \(F_{10.7}\), are shown in (a) the flux density, (b) the density, and (c) the velocity. The green line is the average for \(F_{10.7}\) lower than or equal to 134.4 sfu, the orange line for \(F_{10.7}\) higher than 134.4 sfu, and the black line for all data.

the effect in the north and strengthen it in the south. For all data combined, the average \(F_{10.7}\) for the smaller SZA group is 4 sfu lower.

To further separate the SZA effect from the \(F_{10.7}\) effect, we split up the data in two groups and plot the flux density, density, and velocity against the SZA in Figure 8. The averages are shown in green for the data with \(F_{10.7}\) lower than the median (134.4 sfu), in orange for the data with \(F_{10.7}\) higher than the median, and in black for all data. It is clear that the SZA effect is still present for both groups.

4.2. Interpretation

Figure 2 shows clear evidence of the importance of the solar zenith angle of the ionospheric origin for the ion flux densities in the magnetospheric lobes. This is similar to what Maes et al. (2015) find for the ion outflow above small-scale polar cap arcs, both in flux density and in its response to solar illumination. This finding thus seems to agree with the suggestion of Maes et al. (2015) that the flux densities of the polar wind and of ion outflows above small-scale polar cap arcs are comparable. No dependence of the flux densities on the \(x_{SM}\) coordinate of the ionospheric origin was found (a figure evidencing this can be found in the supporting information), suggesting that the distance to the cusp is not an important factor and that the data set is thus not overly contaminated by cusp outflow. The typically higher energy of cusp outflow makes it less likely for a detectable wake behind the spacecraft to be created, which is how many cusp outflow events may be filtered out of our “cold ion” data set (note that a wake is detected in the lobes approximately 65–70% of the time (André et al., 2015; Engwall et al., 2009)).

The velocity modulation by the SZA witnessed in Figure 5 agrees with the observations by Akebono reported by Abe et al. (1993, 2004). The change of the density over the SZA evidenced in Figure 4 is in concordance with the findings of Su, Horwitz, Moore, et al. (1998) with Polar data for H\(^+\). It is also in agreement with the fact that ionospheric electron densities at low altitudes above the polar caps are very strongly affected by the SZA (Johnson & Wygant, 2003; Kitamura et al., 2011; Nsumei et al., 2008). At altitudes above \(4 \, R_E\), on the other hand,
Johnson and Wygant (2003) and Nsumei et al. (2008) did not find an effect of SZA but found geomagnetic activity to be more important. There is a plausible explanation for this discrepancy. As also suggested by these authors, at higher altitudes the influence of convected cusp outflow (i.e., the so-called cusp or cleft ion fountain) becomes more important. Therefore intense cusp outflow events, which will correlate well with geomagnetic activity, may drown out the SZA effect of the low-energy polar wind. As mentioned before, many of these cusp outflow events are likely not in our data set, so that we are able to observe the SZA effect of the polar wind.

The large uncertainty on the SZA due to convection may be a cause of error, but we can make a rough estimate of its impact on our results. Convection can be antisunward, stagnant, or even sunward, but typical convection velocities at ionospheric altitudes have an antisunward component of $250 \text{ m s}^{-1}$ (Förster et al., 2007). The median altitude of all measurements is roughly $10 R_E$ and the median outflow velocity $24 \text{ km s}^{-1}$. This gives a travel time of 44 min, which will change the SZA by $5.6^\circ$. So we find that convection causes a smoothing of the SZA on the order of $5^\circ$, although individual errors may be larger. This will blur the relation between the flux density and the SZA. The fact that we still see a relation, despite the error due to convection, is all the more evidence that there really is one.

A difference between our study and the Maes et al. (2015) and Su, Horwitz, Moore, et al. (1998) studies is that the latter both find two regimes, that is, outflow above a sunlit and a dark ionosphere, with a relatively small transition between both (at least for O$^+$). Figure 2c suggests more a gradual change over the SZA. However, as explained above, the large uncertainty on the SZA due to convection would most likely blur any sharp transition that may be present. This is much less the case for the outflows above the small polar cap arcs, since they have been accelerated strongly by the associated electric field (Maggiolo et al., 2011, 2012), which largely decreases the possible impact of convection. Similarly, the results from Su, Horwitz, Moore, et al. (1998) come from measurements at $-5,000 \text{ km altitude}$, where convection will have had less time to play a role. Since the polar wind is dominated by H$^+$ ions, one may find Figure 3 to be comparable to Figure 2b in Maes et al. (2015), which also shows the distributions split up according to SZA smaller or larger than $100^\circ$. However, considering this uncertainty on the SZA, it is most likely not possible to conclude much about the nature of the transition, that is, gradual or sharp.

Solar illumination has an important impact on the ionosphere. It heats the ionosphere, increases the ionospheric density, and may create hot photoelectrons. The variation of the outflowing flux density with the solar zenith angle is a sign that the state of the local ionosphere determines (at least in part) the outflowing flux densities. This corroborates the conclusion by André et al. (2015) that the cold ion fluxes in the magnetospheric lobes are mostly limited by the ion supply from the ionosphere. In Figure 8b, we see also that $F_{10.7}$ has a large effect on the density in the outflow at small SZA, but only a small or no effect at large SZA. This makes sense since a variation in solar illumination intensity can only have an effect on a position in the ionosphere if that position indeed also receives solar illumination.

Interestingly, though, while André et al. (2015) did find a variation of both the density and the flux density with $F_{10.7}$, they reported no significant change of the velocity over different values of $F_{10.7}$. We do find a variation of the velocity with the SZA. Figure 8c also confirms that there is an effect of SZA, but no (significant) effect of $F_{10.7}$. This may be of interest as to how solar illumination affects the ion outflow.

A density increase in the ion outflow may be attributed to an increase in the ionospheric density or an increased ambipolar electric field (since it reaches down into the ionosphere). An increase of the velocity may be due to an increased ambipolar electric field or due to acceleration by additional mechanisms like centrifugal acceleration or wave activity (which typically only occur higher up in the magnetosphere). The solar zenith angle of the ionospheric origin is unlikely to affect energization mechanisms like centrifugal acceleration or wave activity, though, so that the former cause seems the only likely explanation. Solar illumination may alter the ambipolar electric field by increasing the ionospheric temperature and by producing hot photoelectrons. The latter is suggested by some studies to have an important effect on the ambipolar electric field (e.g., Glocer et al., 2012; Khazanov et al., 1997; Su, Horwitz, Wilson, et al., 1998). At lower solar zenith angles the ionospheric density will be higher (Friedrich et al., 2006; Kitamura et al., 2011), which leads to a higher density of the ionospheric outflow. At lower solar zenith angles the ionospheric temperature (and especially that of the electrons) will be higher as well (Kitamura et al., 2011), so that the ambipolar electric field will be stronger, and thus also the outflowing velocity will be higher.
Despite all the statistical issues with uneven sampling and the bias in $F_{10,7}$, we do also find a seasonal trend in the southern hemisphere, and a less convincing trend in the northern hemisphere, as was predicted by, for example, Maes et al. (2016). This is further evidence for the impact of solar illumination on the ion outflow via modulation of the ionosphere.

5. Conclusions

We have analyzed a large data set with cold ion flux densities measured at altitudes of 4 to 20 $R_E$ in the magnetospheric lobes. We can make several conclusions:

1. The flux density exhibits a dependence on the solar zenith angle.
2. The density and velocity show a similar but less strong dependence and together combine to the stronger dependence of the flux density.
3. Due to the correlation between solar zenith angle and the season, we also observe a seasonal variation in the flux density.

These findings corroborate the idea that the state of the local ionosphere is the main factor determining the polar wind number flux density and that solar illumination has an important role in this. The density of the ionosphere may be altered as well as the ambipolar electric field of the polar wind.

Appendix A: Independent Measurements

Due to the nature of the method, working with this data requires that one keeps certain issues in mind. Apart from the measurement error, which was already discussed in André et al. (2015), and the effect of the large variety of number of measurements per pass, which was discussed in section 4.1, there is also the issue of independence of measurements. Since most of the individual measurements are only 4 s apart, they have also been made close to each other in space and thus cannot be considered independent measurements. Therefore, we should not overestimate the statistical significance this large number of measurements suggests. Many statistical constructs and tests, like the standard error (or the interpretation thereof), hypothesis tests, or correlation coefficients, assume independent measurements. The autocorrelation of the flux density for a particular pass shown in Figure A1 demonstrates this problem. The autocorrelation does not behave the same for all passes, but what almost all of them have in common is this initial sharp drop of the autocorrelation. For many of them this sharp drop is at some point intercepted by a slower decreasing curve or often even going upward again toward a peak, suggesting some sort of quasiperiodicity in the data. The example shown in Figure A1 even has multiple peaks at more or less equidistant time lags, which would suggest some periodicity with multiple harmonics.

We interpret the initial drop as the drop in autocorrelation due to measurements being taken progressively farther apart and thus becoming more and more independent. It is unlikely that the other behavior can be explained this way and thus most likely this has some other cause. There may be a physical explanation, like variation of the density due to compression of the lobes or movement of the magnetotail caused by variations in solar wind pressure or Kelvin-Helmholtz waves. We did not investigate this, however. It may be an interesting subject for a further study.

In order to acquire independent measurements, we define a time $t_c$ as the time for which the autocorrelation first drops below 0.5, so that the coefficient of autodetermination becomes lower than 0.25. The average $\langle t_c \rangle$ for all orbits is 160 s, and this is larger than the $t_c$ of 90% of the passes. Therefore, when performing statistical tests, we will average the measurements per 160 s intervals and treat these as individual independent measurements.

This issue with independent measurements is also why we chose to work with data from one spacecraft only. Using data from a second spacecraft in the same region in space at the same time would introduce again similar problems with independence of the measurements.
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